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| ABSTRACT 

Prognostic and health management (PHM) in the aviation industry is expanding because of its effect on economic and human 

safety. Advanced maintenance shall be applied to this industry to inform aircraft engine conditions. PdM (Predictive 

Maintenance) is an advanced maintenance technique that can be applied to the aviation industry because of its high-precision 

prediction. Combining PdM as a technique to calculate the RUL (Remaining Useful Lifetime ) and ML (Machine Learning) as a 

tool to make high-accuracy predictions is mixed together that accurately forecasts the state of aircraft machine condition and 

on the best time to get the maintenance or service. In this work, we use the NASA Commercial Modular Aero-Propulsion System 

Simulation (C-MAPSS) data set. This work proposes GRU to determine RUL on aircraft engines to implement a Predictive 

maintenance strategy. For the training parameters tested in this study, we used a batch size of 512, a learning rate with Adam 

optimizer of 0.001, then epochs of 200. The essence of the results of this experiment is to obtain a new method with a simpler 

calculation process and the epoch value and a faster prediction process compared to other methods used, and the results 

obtained can approach the original value from an economic point of view and the RUL prediction process using the GRU. 
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1. Introduction 

Machine learning (ML) is a subsection of Artificial Intelligence. This method or algorithm can learn based on training, which is the 

given information about something, and it can be used in the future when the algorithm is applied. Deep learning (DL) is the 

development algorithm from ML to fix its limitation. DL implemented an artificial neural network (ANN) for its algorithm and 

greatly impacted the supervised learning method. DL algorithms, such as image processing and face and speech recognition, are 

widely employed. The other function of ML and DL is to predict with high accuracy because both algorithms or models can calculate 

based on training from a dataset or additional information [Wuest, 2016]. 

 

The prediction process that needs mathematical methods and techniques is suitable for maintenance strategies such as Prognostic 

and health management (PHM). Today's popular PHM is on the aviation industry to predict the state of the aircraft engine condition 

because the capacity of machinery working cannot last forever. Sometimes, it will be broken-down because of out-date operation. 

Machinery systems that include sensors are just monitoring the state of the machine but cannot make a report of the machine's 

condition. A maintenance strategy must apply to the scheduled machinery system to avoid the worst event (failure) and get 

information about a machine's status. Predictive maintenance (PdM) is strategy maintenance, but continuously monitoring the 

state of the machine, the maintenance performed optimally. In other words, PdM indicates the state of the machine to perform a 

maintenance schedule based on historical data, integrity factors, statistical inference methods, and engineering approaches [Susto, 

2012]. 
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Prognostic and health management (PHM) in the aviation industry is important because of its effect on economic and human 

safety. Advanced maintenance shall be applied to this industry to inform aircraft engine conditions. PdM is an advanced 

maintenance technique that can be applied to the aviation industry because of its high-precision prediction. It can reduce the cost 

of operation and increase safety by calculating the remaining helpful time (RUL) of aircraft engines [Si, 2011]. 

 

1.1 Machine Learning 

To validate the result of using ML and DL methods, evaluation is important to indicate the performance of the model that has 

been trained. Root Mean Squared Error (RMSE) is a frequent evaluation method for regression, indicating how concentrated the 

output is around the line of best fit on prediction data. The evaluation method for the classifying technique is Accuracy defined 

parameter, which indicates output values of prediction compared with the actual value; precision describes a level of accuracy 

between the output of prediction compared with all data. A recall is defined as the level of correct result compared to the number 

of results that should have been returned, which means the higher the recall value, the higher data collected. No data will be 

missed from accuracy and precision [Wuest, 2016]. Furthermore, the combination of PdM as a technique to calculate the RUL and 

ML as a tool to predict high accuracy is mixed together to accurately forecast the state of the aircraft machine condition and the 

best time to get the maintenance or service [Theissler, 2021]. 

 

1.2 GRU (Gated Recurrent Unit) Model 

One of the best and most popular DL models to make a prediction, especially to determine PdM on aircraft engines, is long short-

term memory (LSTM) neural networks that are applied to be specialized in extracting sensor temporal information [Kong, 2019]. 

Although the accuracy of LSTM is higher than other algorithms, the training time of LSTM is much longer than that of other 

algorithms. How to reduce the training time under the premise of ensuring high accuracy is still challenging. The gated recurrent 

unit (GRU) is a special case of LSTM. It has a shorter training time than LSTM. GRU networks are mainly used in classification and 

are seldom applied in regression problems [Wang, 2018]. A Gated recurrent unit (GRU) is a variant of LSTM that contains an update 

gate, reset gate, activation, and candidate activation, respectively. The update gate controls how much historical and new 

information needs to be forgotten in the current state. The reset gate controls how much information is available from the 

candidate state. The candidate activation can be regarded as new information at present. If much further information is retained, 

the old data will be less, and vice versa. GRU simplifies the input gate and forgets the gate of LSTM into an update gate, combining 

the cell and hidden states. Therefore, the GRU unit retains the advantages of LSTM and further reduces the model training time by 

reducing the parameters in the model. The GRU has fewer parameters than LSTM, so the trend in deep learning models applied 

to time series analysis is toward GRU. 

 

There is various implementation of GRU models, such as forecasting photovoltaic [Wang, 2018], speech recognition [Ravanelli, 

2018], and predicting the remaining useful lifetime (RUL) on battery Lithium and other machinery [Song, 2018]. So, in this paper, 

we work on an experiment to determine RUL on an aircraft engine for predictive maintenance using the gated recurrent unit (GRU) 

model. Therefore, some research uses the same method and object or dataset. Still, in this work, we modify the parameters and 

use a server to calculate the process for flexibility and economic purposes. 

2. Method 

In this study, we tried to experiment with using the GRU (Gate Recurrent Unit) architecture by building several GRU units. For 

benchmarking, we used the CMAPSS Dataset. This dataset can be obtained from the NASA website for turbofan engines. 

 

Therefore, various datasets are available for turbofan engines or aircraft. The CMAPSS data is the most popular one. Much research 

is conducted using this dataset, so it is easy to compare and develop more detail on the model architecture [Vollert, 2021]. CMAPSS 

Dataset has four pieces of data, namely FD001, FD002, FD003, and FD004, each divided into Train, Test, and RUL data. The size of 

each dataset is different, where FD002 and FD004 are two times larger than FD001 and FD003 because the four data have different 

machine ids. So, to carry out training and testing, we each run it separately depending on the data code [Ramasso, 2014]. 

 

In processing data to become GRU input, of course, we change the size of the data dimensions because we know that in Deep 

Learning, the input data must have high dimensions, especially LSTM and GRU. For this reason, in each dataset, 26 columns indicate 

the characteristics of this RUL, with the number of rows being the total cycle of each machine ID, so we need to perform a 

dimensional transformation to a higher level so that more feature levels are absorbed by the artificial neural network, namely the 

GRU that was built. The process of transforming this dimension from 2 dimensions to 3 dimensions is carried out by determining 

the size of the data sequence to be 50, with the number of features being the total column other than the machine ID column, 

which amounts to 26. So, a two-dimensional data size (50, 26) will be formed, which can then be determined as batch size for the 

training process. The label of the data in the form of the RUL value is the value of the highest cycle of each machine id, which 

number depends on the number of machine IDs. 
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For the calculation of the RUL value for each cycle, it can be done by subtracting the maximum value of the cycle with each cycle 

and then adding it up with the RUL value for each machine id; the formula is as follows: 

 

                                      𝑅𝑈𝐿 =  𝑅𝑈𝐿𝑇𝑟𝑢𝑒 𝑓𝑟𝑜𝑚 𝑑𝑎𝑡𝑎𝑠𝑒𝑡 +  𝑅𝑈𝐿𝑐𝑦𝑐𝑙𝑒_𝑚𝑎𝑥−𝑐𝑦𝑐𝑙𝑒                                                         (1) 

 

Then each machine id has a different number of cycles so that we can manually determine the maximum life of each machine to 

find the point of degradation (decrease in machine performance) while the algorithm is as follows: 

 

               𝑖𝑓 𝑛 𝑖𝑛 𝑅𝑈𝐿 >=  𝑀𝐴𝑋𝐿𝐼𝐹𝐸 ∶  𝑛𝑒𝑤𝑅𝑈𝐿 =  𝑀𝐴𝑋𝐿𝐼𝐹𝐸 𝑒𝑙𝑠𝑒 𝑛𝑒𝑤𝑅𝑈𝐿 =  𝑛                          (2) 

  

So, the RUL graph form with cycle will be like in the following image:   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 1. RUL graph 

 

Figure 1 shows the relationship between RUL and engine cycles, where the highest RUL is 140. Then, for example, if the max life of 

the engine is set above 130, the RUL degradation point occurs on the 12th cycle. The graphic form will be like Figure 2. 

 

 

 

 

 

 

 

FIGURE 2. RUL graph 

 

 

 

 

 

The architecture of the GRU can be seen in Figure 3, where the GRU architecture is divided into an input layer, a GRU layer, a Fully 

Connected layer, and an output layer. For the 3-dimensional input layer (none, 50, 26), each time it is processed through the GRU 

layer and the Fully Connected layer, it will be activated with a sigmoid function to produce output in the form of a single number, 

namely the RUL value. As for the experiment, the number of GRU architectures that were tried were three architectures by 

combining the number of GRUs, namely 2 GRU to 4 GRU. In theory, the deeper the network is created, the deeper the learning 

process will be and the greater the reach of feature levels. For the training parameters tested in this study, we used a batch size of 

512, a learning rate with Adam optimizer 0.001, and then epochs of 200. 
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FIGURE 2. GRU model architecture 

 

On the main configuration for the experiment, the number of GRU architectures tried was three, as shown in Table 1 below. In 

theory, the deeper the network is created, the deeper the learning process will be and the greater the reach of feature levels. For 

the training parameters tested in this study, we used a batch size of 512, a learning rate with Adam optimizer of 0.001, and then 

epochs of 200. This experiment also has been done with a server for the calculation because it is flexible and can be done faster 

than a personal computer with high specifications. 

 

TABLE 1. Three combinations of GRU architectures for an experiment. 

Model GRU Total Parameter Training 

gru1 1 375,937 

gru2 2 409,089 

gru3 3 421,289 

 

3. Results 

In this work, the experiments for predicting RUL estimates on aircraft engines using the C-MAPSS dataset with the regression 

method and the GRU deep learning algorithm were completed using 200 epochs with a 12 GB RAM server and 9 AMD epyc cores 

as well as OpenVZ virtualization. The result from the experiment compares with the original RUL on the C-MAPSS dataset.  

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 3. General predictable between RUL data set and experiment (a)FD001 (b)FD002 (c)FD003 (d)FD004 (Source: Author) 

 

The C-MAPSS dataset is preprocessed first. Not a cleaning process is carried out but a windowing process, extracting the data 

more deeply to produce a dataset ready to be processed using the GRU algorithm. The results of the prediction process with the 

regression method can be seen in Figure 4. 
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FIGURE 4. Degradation pattern between RUL data set and experiment (a) result from dataset FD001 using model_gru1(b) result 

from dataset FD002 using model_gru3 (c) result from dataset FD003 using model_gru3 (d) result from dataset FD004 using 

model_gru3 (Source: Author) 

 

Figure 4 is the result of the estimated RUL for a machine, in this figure only shows the initial and final images for each dataset. This 

figure also shows that the estimated RUL for predictions is close to the actual value of the RUL for all machines. The average results 

of all machines can be seen in figure 3, which shows the results of comparing RUL predictions for each machine in the dataset. 

Figure 4 is to validate all evaluation values for each machine cycle on all datasets so that in table 1, we get the average value for 

each machine, the model used, and the value evaluation for the validation process. From this table, it can also be seen that the 

models used are different for each dataset. This is because the fittest model for each dataset is different. Still, the gru3 model is 

the most dominant because this model has the lowest RMSE value for the datasets FD002, FD003, and FD004, while the gru1 

model is the fittest for the FD001 dataset. It can be interpreted that the characteristics of each dataset are different so that it will 

produce different values for each model that is applied to each dataset. 

TABLE 2. Experiment results for each machine using the GRU model. 

C-MAPSS Model RMSE MSE 

FD001 model_gru1 20.5502224 427.197998 

FD002 model_gru3 34.28032684 1200.295044 

FD003 model_gru3 31.74353981 1026.914917 

FD004 model_gru3 44.75546265 2023.009277 

 

Furthermore, the results of this experiment will be compared with the results of the previous experiment. Some experiments using 

other methods such as CNN, MLP to SVR with the same dataset will compare the evaluation value, namely RMSE. from the results 

of the comparison in table 2, it is found that the RMSE value for each database can be different depending on the accuracy of the 

model used to predict the estimated RUL value for each dataset, for the GRU algorithm the lowest RMSE value is obtained to 

predict the estimated RUL value on the FD001 set. From the overall comparison data, the GRU still tends to be better than some 

other algorithms, although not the best. However, the GRU algorithm can be developed again to get a lower evaluation value. 
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TABLE 2. Comparison of the experiment results in this paper with another [11].   

Model 
C-MAPSS 

FD001 FD002 FD003 FD004 

MLP 37.56 80.03 37.39 77.37 

SVR 20.96 42 21.05 45.35 

RVR 23.8 31.3 22.37 34.34 

GRU 20.55 34.28 31.74 44.75 

 

The advantages of using GRU to predict the estimated value of RUL are in terms of processing efficiency and costs used for research 

because the RUL method can be processed even using a medium specification PC so that in the future, machine learning and deep 

learning processing can be done more cheaply. 

 

4. Conclusion 

In this paper, the GRU algorithm can predict the estimated RUL of the C-MAPSS dataset with 200 epochs and a light computational 

process. From the 4 C-MAPSS datasets, it turns out that they have different characteristics for each dataset, so not all datasets can 

be applied to the same GRU model. In this paper, the cnngru1 model with the configuration gets the lowest RMSE value for the 

FD001 dataset and the cnngru3 model for the other datasets so that the model is appropriate for the use of that dataset. In the 

future, the prediction process can use a different model configuration for each dataset to produce a model according to the 

characteristics of the C-MAPSS dataset. Adding epochs of up to 300 or 500 is believed to increase prediction results with a lower 

RMSE value. 
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