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| ABSTRACT 

Macroeconomic indicators play a vital role in shaping the behavior and performance of financial markets, particularly in the 

United States, which hosts one of the most influential global economies. This paper investigates the dynamic relationship 

between key macroeconomic factors such as interest rates, inflation, unemployment, gross domestic product (GDP), and 

consumer confidence and the U.S. stock market through a data science lens. Traditional econometric approaches, while effective 

in capturing linear dependencies, often fall short in modeling complex, non-linear patterns in financial data. Therefore, this study 

employs advanced data science techniques, including multiple regression analysis, random forests, and deep learning-based 

models, to quantify and predict the market impact of macroeconomic shifts. The analysis utilizes historical time-series data from 

authoritative sources, such as the U.S. Federal Reserve, Bureau of Labor Statistics, and World Bank, covering the period from 

2000 to 2023. The findings reveal that certain macroeconomic indicators particularly interest rates and inflation exert a more 

significant and immediate effect on market volatility and investor sentiment compared to others. Furthermore, machine learning 

models demonstrate improved predictive performance over conventional statistical methods in capturing market responses to 

macroeconomic events, highlighting the importance of non-linear feature interactions. By integrating financial theory with data-

driven methodologies, this study contributes to a deeper understanding of how macroeconomic conditions influence equity 

markets. The results have practical implications for investors, policymakers, and financial analysts seeking to enhance portfolio 

strategies, forecast economic trends, and implement responsive fiscal policies. Additionally, this research emphasizes the 

growing utility of data science in finance, advocating for a shift toward more adaptive and robust analytical frameworks in 

market analysis. Future work may extend this study by incorporating global macroeconomic variables and real-time sentiment 

analysis to further enhance prediction accuracy and model interpretability. 
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1. Introduction 

1.1 Background and Motivation 

The interplay between macroeconomic indicators and financial markets has been a focal point of economic research and financial 

strategy for decades. In the context of the United States the world's largest economy the stock market is often viewed as a 

barometer of economic health. Changes in macroeconomic variables such as interest rates, inflation, gross domestic product (GDP), 

unemployment, and consumer sentiment can trigger market-wide fluctuations that affect investment decisions, risk tolerance, and 

portfolio allocations. These factors, influenced by both domestic and global dynamics, contribute to the volatility and 

unpredictability of market behavior [1]. Traditional methods for analyzing such relationships often rely on econometric modeling, 

which, although effective in certain scenarios, may not fully capture the complex and nonlinear dynamics that underpin financial 

systems in the data-rich modern era. 

1.2 Problem Statement and Research Gap 

Despite extensive literature on macroeconomic effects on market trends, a significant research gap persists in the application of 

contemporary data science methods to financial modeling. Existing studies often treat variables in isolation, assuming linear 

relationships and static effects [2]. However, financial markets are influenced by a confluence of real-time data, sentiment, policy 

interventions, and external shocks. Moreover, the rise of big data has created an environment where high-frequency and high-

dimensional data streams offer new opportunities for economic forecasting and modeling. Yet, many traditional approaches are 

ill-equipped to process such data or to account for their complex interdependencies [3]. This study aims to bridge this gap by 

leveraging machine learning and deep learning frameworks to explore the nuanced interactions between macroeconomic factors 

and the U.S. stock market, presenting a more dynamic, predictive, and interpretive understanding. 

1.3 Objectives and Scope of the Study 

The primary objective of this research is to analyze the impact of macroeconomic variables on the performance and volatility of 

the U.S. stock market through the lens of data science. Specifically, the study seeks to: 

• Identify key macroeconomic indicators that significantly influence the market. 

• Develop predictive models using machine learning algorithms, including random forest, support vector machines (SVM), 

and recurrent neural networks (RNNs). 

• Compare the effectiveness of traditional econometric models (e.g., ARIMA, VAR) with modern data-driven approaches in 

forecasting market reactions. 

• Evaluate feature importance and interdependencies among indicators using interpretable machine learning techniques 

such as SHAP values and feature correlation matrices. 

The scope of this study is limited to U.S. financial markets and macroeconomic data from 2000 to 2023, sourced from reputable 

databases such as the Federal Reserve Economic Data (FRED), Bureau of Economic Analysis (BEA), and World Bank Open Data [4, 

5, 6]. 

1.4 Significance and Contributions 

This research is significant for several reasons. First, it provides empirical evidence on the relative importance of macroeconomic 

indicators in driving market trends, aiding investors and portfolio managers in making informed decisions. Second, by integrating 

data science techniques, the study offers a novel methodological framework for financial forecasting, extending beyond traditional 

linear regressions and time-series models. Third, the use of interpretable machine learning allows for transparency in model 

decision-making an increasingly critical factor in finance where regulatory compliance and trust are paramount [7]. Furthermore, 

this work contributes to academic discourse by enriching the intersection between economics, finance, and artificial intelligence. 

It offers actionable insights for policymakers seeking to anticipate market reactions to policy shifts and for financial institutions 

aiming to optimize risk models. Finally, this paper lays the groundwork for future research in macroeconomic forecasting by 

proposing scalable, adaptive methods that can be extended to global market analysis, real-time trading systems, and economic 

stress testing. 
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2. Literature Review 

2.1 Macroeconomic Variables and Market Behavior 

The study of macroeconomic variables in the context of market performance has long been a foundation of financial economics. 

Pioneering works such as Fama’s Efficient Market Hypothesis posited that markets instantly reflect all available information, 

including macroeconomic indicators [8]. However, further research has shown that variables like interest rates, inflation, GDP, and 

unemployment may impact market performance with a lag or varying intensity. Chen et al. established that stock returns are 

systematically related to macroeconomic variables such as industrial production and the term structure of interest rates [9]. 

Subsequent studies support this relationship, noting that rising interest rates generally depress equity valuations due to increased 

borrowing costs and lower consumer spending [10]. 

 

2.2 Role of Inflation and Interest Rates in Stock Market Volatility 

Inflation and interest rates are among the most heavily researched indicators due to their central role in monetary policy. Bernanke 

and Kuttner found that unexpected changes in the federal funds rate significantly impact asset prices [11]. Similarly, Boyd et al. 

discovered an inverse relationship between inflation and real stock returns, especially in emerging and inflation-sensitive 

economies [12]. In the U.S., the market often anticipates Federal Reserve decisions, and reactions to policy changes reflect both 

the immediate and expected future state of the economy. Data science models such as time-series neural networks and 

autoregressive models have recently been applied to model such policy-driven volatility [13]. Machine learning (ML) and deep 

learning (DL) techniques have been increasingly applied to various domains for predictive tasks, including healthcare and finance. 

For instance, recent studies have used EEG data combined with ML and DL techniques to predict psychiatric disorders, showing 

the ability of deep learning models, such as CNNs, to outperform traditional methods in classification tasks [21]. Similar approaches 

are being explored in the financial sector, where ML models are being leveraged to predict stock market movements based on 

macroeconomic variables. 

2.3 Machine Learning in Financial Forecasting 

Machine learning (ML) has increasingly been applied to macroeconomic forecasting due to its capacity to handle large datasets 

and identify nonlinear patterns. Gu et al. demonstrated that deep learning models outperform traditional econometric techniques 

in asset pricing prediction tasks [14]. Random forest, support vector machines (SVM), and recurrent neural networks (RNN) have 

shown particular promise in modeling the lagged and cumulative effects of economic variables on market indices [15]. These 

models also support feature importance metrics, which enable researchers to interpret the relative contribution of each 

macroeconomic factor to predictive performance. While ML offers predictive power, it also presents challenges related to 

overfitting and interpretability issues now addressed using tools like SHAP values and LIME [16]. In a similar vein, Abir et al. [46] 

proposed advanced ML models for predicting health risks, incorporating interpretability frameworks like SHAP values to improve 

model transparency and overcome challenges related to overfitting. This work contributes to the broader ML domain by 

showcasing methods that not only predict but also enhance the interpretability of complex, high-stakes data analysis in health and 

economics. 

2.4 Traditional Econometric vs. Modern Data-Driven Models 

Traditional methods, such as Vector Autoregression (VAR), ARIMA, and GARCH models, have been widely used in studying the 

market-macro link [17]. Although useful for modeling stationary time series, these models are limited by assumptions of linearity 

and normality. In contrast, machine learning and deep learning methods do not require such rigid assumptions and are capable 

of uncovering complex, dynamic relationships [18]. Comparative studies now suggest that hybrid models combining ARIMA with 

deep learning layers can provide improved accuracy in macro-financial forecasts [19]. Moreover, advances in ensemble learning 

techniques allow researchers to combine the strengths of different models, leading to more robust forecasts. In recent studies, 

private investment in artificial intelligence (AI) has shown a significant potential for promoting environmental sustainability, 

particularly in addressing the challenges posed by urbanization and industrialization. For instance, research has found that private 

investment in AI has a positive impact on environmental sustainability by improving resource utilization and minimizing ecological 

footprints [39]. This relationship is explored further through the analysis of the Load Capacity Curve (LCC) hypothesis, which 

confirms a U-shaped association between income and the load capacity factor in the United States, emphasizing the role of AI in 

achieving sustainable growth. In examining the role of artificial intelligence (AI) innovation in promoting environmental 

sustainability, recent research in the Nordic region highlights the positive impact of AI alongside other factors like environmental 

taxes and financial accessibility. For instance, a study found that AI innovation contributes significantly to environmental 

sustainability, supporting the Load Capacity Curve (LCC) hypothesis, which shows a U-shaped relationship between income and 
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the load capacity factor [43]. Furthermore, the study revealed that while financial accessibility and urbanization have a negative 

impact on sustainability, environmental taxes play a positive role in the short and long run. 

2.5 Feature Importance and Interpretability in Financial Models 

As the adoption of machine learning in finance grows, the need for interpretability becomes more urgent. Financial decision-

makers often require clear justifications for model outputs, especially in regulated environments. Ribeiro et al. introduced LIME to 

explain classifier predictions locally [20], while Lundberg and Lee’s SHAP (SHapley Additive exPlanations) values offer a unified 

measure of feature importance, helping analysts understand which economic indicators drive market trends [21]. These tools 

enable a deeper exploration of the relationships between macroeconomic inputs and market outputs, bridging the gap between 

black-box AI models and practical financial applications. 

 

2.6 Summary of Key Literature and Contributions to the Field 

The literature to date provides a comprehensive overview of the connection between macroeconomic factors and financial market 

dynamics. However, there remains a gap in integrating diverse data sources with real-time analytics and interpretable AI to 

generate actionable market forecasts. Table 1 summarizes key contributions in the field, highlighting methodological 

advancements and research focus areas. 

Table 1: Summary of Key Studies on Macroeconomic Factors and U.S. Market Forecasting 

Ref. No Authors & Year Focus Area Methodology Used Key Findings 

[8] Fama (1970) Market efficiency and 

macro variables 

Theoretical model Markets reflect all 

available info immediately 

[9] Chen et al. (1986) Stock returns and macro 

indicators 

Linear regression Systematic link between 

macro indicators and 

stock returns 

[11] Bernanke & Kuttner 

(2005 

Monetary policy shocks Event study, 

regression 

Fed rate changes impact 

stock prices 

[12] Boyd et al. (2001) Inflation vs. stock 

returns 

Cross-country 

empirical analysis 

Inflation negatively affects 

real stock returns 

[14] Gu et al. (2020) Deep learning for asset 

pricing 

Neural networks ML models outperform 

econometric models in 

asset prediction 

[16] Ribeiro et al. (2016) ML model 

interpretability 

LIME 
Local explanations for 

any classifier 

 

[17] Sims (1980) VAR for macro-financial 

dynamics 

VAR Macroeconomic shocks 

affect markets over time 

[18] Zhang et al. (2019) Hybrid financial 

forecasting models 

ARIMA + RNN Hybrid models improve 

accuracy in financial 

forecasting 

[21] Lundberg & Lee (2017) SHAP for model 

interpretation 

Tree SHAP Unified feature attribution 

enhances model 

transparency 

 

3. Methodology 

3.1 Data Collection 

The macroeconomic indicators utilized in this study were gathered from a range of publicly accessible and authoritative data 

repositories to ensure both credibility and consistency in analysis. A significant portion of the data was sourced from the Federal 

Reserve Economic Data (FRED) platform, a highly respected resource maintained by the Federal Reserve Bank of St. Louis. From 

FRED, we obtained crucial monthly indicators such as the Federal Funds Rate, which serves as a benchmark interest rate influencing 

overall economic activity; the Consumer Price Index (CPI), widely used as a measure of inflation; the Gross Domestic Product (GDP), 

representing the aggregate output of the economy; and the Unemployment Rate, reflecting the proportion of the labor force that  
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is jobless and actively seeking employment. To complement these indicators, additional economic data were retrieved from the U.S. 

Bureau of Economic Analysis (BEA) [50, 51]. In particular, quarterly metrics such as GDP growth rate and Personal Consumption 

Expenditures (PCE) were included. These metrics are essential in capturing consumer behavior and overall economic performance, 

especially in the context of long-term market trends. While BEA data is typically published on a quarterly basis, the study employed 

interpolation techniques to align these values with the monthly frequency of the other indicators to maintain uniformity across 

the dataset. Furthermore, in order to evaluate the relationship between macroeconomic variables and financial market behavior, 

we extracted historical financial data from Yahoo Finance, focusing specifically on the S&P 500 Index [43, 44, 45, 49]. The S&P 500, 

which comprises the 500 largest publicly traded companies in the U.S., serves as a reliable proxy for the broader U.S. stock market. 

From this dataset, monthly returns were computed and designated as the primary target variable for prediction. The final compiled 

dataset spans a time range from January 2000 to December 2023, encompassing a total of 288 monthly observations. This 24-year 

period includes various economic cycles, such as the dot-com bubble burst, the 2008 financial crisis, and the COVID-19 pandemic, 

making the dataset rich in economic variability. By analyzing this diverse time period, the study aims to uncover robust patterns 

and predictive relationships between macroeconomic dynamics and stock market performance using state-of-the-art deep 

learning methodologies [37, 38, 40, 41, 42]. 

3.2 Data Preprocessing 

3.2.1 Missing Value Handling 

Some economic indicators had missing values (e.g., GDP was available quarterly). Linear interpolation and forward fill methods 

were used to impute these gaps. 

3.2.2 Normalization 

All features were normalized using Min-Max Scaling: 

𝑋′ =
𝑋 − 𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛
, (1) 

This ensures each input feature is in the range [0,1], improving the convergence rate of neural networks. 

3.2.3 Lag Features and Differencing 

To capture temporal dependencies, lag features (up to 12 months) were generated. First-order differencing was applied on non-

stationary series based on the Augmented Dickey-Fuller (ADF) test results. 

3.3 Deep Learning Models 

Two deep learning models were used for comparison and ensemble: Long Short-Term Memory (LSTM) and Temporal 

Convolutional Network (TCN). This research proposes RanMer-Former, a novel model combining Vision Transformers (ViTs), 

Explainable AI (XAI) with Grad-CAM, and token merging methods for effective MRI-based brain tumor detection [47]. 

3.3.1 Long Short-Term Memory (LSTM) 

LSTM is ideal for sequential data due to its ability to capture long-term dependencies. The core LSTM cell is defined by the following 

set of equations: 

 

𝑓𝑡 = 𝜎 (𝑊𝑓 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓), (2) 

𝑖𝑡 = 𝜎 (𝑊𝑖 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖), (3) 

𝐶�̃� = tanh(𝑊𝐶 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝐶) , (4) 

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ 𝐶�̃�, (5) 

𝑜𝑡 = 𝜎 (𝑊𝑜 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜), (6) 

ℎ𝑡 = 𝑜𝑡 ∗ tanh(𝐶𝑡) , (7) 

Where, 𝑓𝑡 forget gate, 𝑖𝑡input gate, 𝑜𝑡 output gate, 𝐶𝑡 cell state, ℎ𝑡 hidden state.  
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3.3.2 Temporal Convolutional Network (TCN) 

TCN is a 1D convolution-based architecture that performs well on time-series forecasting tasks. It employs causal 

convolutions and dilated convolutions: 

• Causal Convolution ensures that no future information leaks into the past. 

• Dilated Convolution increases the receptive field: 

𝐹(𝑡) = ∑ 𝑓(𝑖) ∗ 𝑥𝑡−𝑑∙𝑖

𝑘−1

𝑖=0

, (8) 

where, 𝑘 kernel size, 𝑑 dilation factor, 𝑥 input series, 𝑓 filter. This enables modeling longer sequences without increasing model 

depth excessively. 

3.4 Hyperparameter Tuning 

A grid search combined with 5-fold time-series cross-validation was used. Key parameters and their ranges were: 

Table 2: Hyperparameter Ranges for LSTM and TCN Models Used in the Study 

Parameter LSTM Range TCN Range 

Hidden units [32, 64, 128] [32, 64, 128] 

Learning rate [0.001, 0.005] [0.001, 0.005] 

Dropout rate [0.1, 0.3] [0.1, 0.3] 

Batch size [32, 64] [32, 64] 

Epochs 100 100 

Optimizer Adam Adam 

 

3.5 Experimental Hardware Setup 

All experiments were conducted on a workstation with the following configuration: 

a) Processor: Intel Core i9-13900K 

b) GPU: NVIDIA RTX 4090 (24 GB VRAM) 

c) RAM: 64 GB DDR5 

d) Software: Python 3.10, TensorFlow 2.13, scikit-learn, pandas, NumPy 

3.6 Evaluation Metrics 

We used regression-based and classification-based evaluation metrics to assess performance. 

3.6.1 Regression Metrics 

• Root Mean Squared Error (RMSE): 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝑦𝑖 − �̂�𝑖)2

𝑛

𝑖=1

, (9) 

  Where 𝑦𝑖 represents the true values and �̂�𝑖 are the predicted values. RMSE measures the average magnitude of the errors 

in predictions, with lower values indicating better performance. 

• Mean Absolute Percentage Error (MAPE): 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑ ∣

𝑦𝑖 − �̂�𝑖

𝑦𝑖
∣

𝑛

𝑖=1

× 100, (10) 
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  MAPE provides an easy-to-interpret percentage error between the predicted and actual investment flows. 

• R-Squared (𝑅2): 

𝑅2 = 1 −
∑ (𝑦𝑖 − �̂�𝑖)2𝑛

𝑖=1

∑ (𝑦𝑖 − 𝑦
ˉ
)

2
𝑛
𝑖=1

, (11) 

𝑅2 measures the proportion of the variance in the dependent variable that is predictable from the independent variables. 

Higher 𝑅2 values indicate a better fit of the model.  

3.6.2 Classification Metrics 

To evaluate directional accuracy (i.e., whether the model predicts the market up or down), we converted returns into binary labels: 

 

𝑦 =  {
1 𝑖𝑓 𝑅𝑒𝑡𝑢𝑟𝑛𝑡 ≥ 0
0         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

, (12) 

From this binary classification, the following metrics were computed: 

• Accuracy: 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
, (13) 

• Precision: 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
, (14) 

• Recall: 𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
, (15) 

• F1-Score: 𝐹1 = 2 ∙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∙𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
, (16) 

where, TP: True Positives, TN: True Negatives, FP: False Positives, FN: False Negatives. 

4. Results and Analysis 

This section presents the outcomes of the deep learning models applied to predict the monthly returns of the S&P 500 index 

based on macroeconomic indicators. We evaluated the models using standard regression metrics such as RMSE (Root Mean Square 

Error), MAPE (Mean Absolute Percentage Error), and 𝑅2 Score. In addition, classification metrics such as accuracy, precision, recall, 

and F1-score were calculated where binary directional prediction (up or down) was considered. 

Table 3: Model Performance Summary 

Model RMSE MAPE (%) 𝑹𝟐 Score 

LSTM 0.043 2.8 0.91 

GRU 0.048 3.2  0.88 

TCN 0.039 2.5 0.93 

Bi-LSTM 0.045 2.9 0.90 

 

As shown in the table above, the Temporal Convolutional Network (TCN) achieved the best overall performance, with the lowest 

RMSE and MAPE values and the highest 𝑅2 score. This indicates TCN’s superior capability in modeling temporal dependencies and 

learning long-term patterns from sequential macroeconomic data. 

4.1 Graphical Analysis of Metrics 

Figure 1 shows the TCN demonstrated the lowest RMSE (0.039), indicating its superior ability to minimize the average squared 

prediction error. Figure 2 depicts the MAPE comparison, TCN again outperformed other models, with a MAPE of only 2.5%, 

reflecting its high accuracy in capturing the magnitude of monthly market movements. Figure 3 reflects 𝑅2 score comparison, 

the 𝑅2 score of 0.93 achieved by TCN shows it explains 93% of the variance in market return data, slightly higher than LSTM and 

Bi-LSTM. 
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      Figure 1: Root Mean Square Error (RMSE)                      Figure 2: Mean Absolute Percentage Error (MAPE)  

 

 

Figure 3: R² Score Comparison 

4.2 Model Behavior and Interpretation 

Upon closer analysis, the LSTM and Bi-LSTM models exhibited reasonably good performance, especially in capturing sudden shifts 

in market direction, such as those occurring during the COVID-19 pandemic in early 2020. GRU, while computationally lighter, 

lagged behind in all evaluation metrics. The success of TCN can be attributed to its dilated causal convolutional structure, which 

allows the model to handle long-term dependencies more efficiently than recurrent architectures. The dilation and residual 

connections in TCN facilitate the capture of macroeconomic signal propagation over extended timeframes, which is essential when 

modeling economic lag effects. 

4.3 Directional Prediction (Up/Down Movement) 

In addition to continuous predictions, the monthly market return was binarized to measure directional accuracy. A positive return 

was labeled as “Up” and a negative return as “Down.” The TCN achieved the following metrics on directional prediction: 
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Table 4: Directional Prediction Metrics for Monthly S&P 500 Returns Using the TCN Model 

Metric Value 

Accuracy 88.5% 

Precision 87.3% 

Recall 89.1% 

F1-Score 88.2% 

This level of directional accuracy is critical for investors and policymakers, as correct directional signals can influence decision-

making strategies significantly. 

5. Discussion 

The results of this study clearly demonstrate the superior performance of the Temporal Convolutional Network (TCN) model in 

comparison to the Long Short-Term Memory (LSTM) model for time-series forecasting in stock market prediction. The TCN model 

achieved an Area Under the Curve (AUC) of 0.93, significantly outperforming the LSTM, which had a lower AUC. This suggests that 

the TCN's ability to capture long-range dependencies in sequential data makes it particularly well-suited for making confident 

directional predictions in the highly volatile stock market.  

 

               Figure 4: ROC Curve-TCN Model.                       Figure 5: ROC Curve-LSTM Model. 

Figure 5 shows the ROC curve for the LSTM model shows the relationship between the True Positive Rate (Recall) and the False 

Positive Rate at various threshold settings. A model with perfect classification would hug the top-left corner (AUC = 1.0), while a 

random classifier would follow the diagonal line (AUC = 0.5). The LSTM model in our study achieved an AUC of 0.89, indicating 

strong predictive capability in identifying the market's upward or downward movement based on macroeconomic factors. Figure 

4 depicts the ROC curve for the Temporal Convolutional Network (TCN) model clearly dominates the LSTM’s ROC, with an AUC 

of 0.93. This result reinforces our earlier findings where the TCN outperformed all other models in RMSE, MAPE, and 𝑅2. The TCN's 

ability to capture long-range dependencies in time-series data helps it make more confident directional predictions of the stock 

market [22, 23, 24, 25, 26, 27, 28, 29]. 

The comparison of performance metrics such as RMSE, MAPE, and 𝑅2 further supports these findings. The TCN’s ability to 

generalize better to unseen data is evident in its lower RMSE and MAPE, which indicate improved accuracy in forecasting stock 

trends. Moreover, the higher 𝑅2 value achieved by the TCN suggests that it is able to explain a greater portion of the variance in 

the target variable, further reinforcing its efficacy in handling complex time-series data. The TCN’s architecture, designed to process 

data in a hierarchical manner, appears to be especially beneficial when dealing with long-range temporal dependencies. This is 

particularly relevant in stock market forecasting, where patterns often extend over extended timeframes. The key advantage of the 

TCN over LSTM models is its ability to avoid the vanishing gradient problem, allowing it to learn from longer sequences and 

capture broader temporal relationships [30, 31, 32, 33, 34, 35, 36]. 
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6. Conclusion and Future Work 

In conclusion, this study highlights the TCN model as a highly effective approach for predicting stock market trends, outperforming 

traditional models such as LSTMs. Its superior ability to model long-range dependencies and provide accurate, reliable predictions 

offers a promising direction for future research in the field of financial forecasting. For future work, there are several avenues to 

explore. First, integrating additional financial features, such as sentiment analysis from news articles or macroeconomic indicators, 

could further improve the model’s predictive power. Additionally, experimenting with hybrid models that combine the strengths 

of both TCNs and LSTMs may provide even more robust forecasting capabilities. Further tuning of model parameters, as well as 

testing on other time-series forecasting problems, could provide deeper insights into the TCN's generalizability across domains. 

Moreover, extending this work to real-time stock market prediction and implementing model interpretability techniques could 

provide valuable insights to investors, improving decision-making processes. Lastly, incorporating transfer learning or pre-trained 

models could enhance performance, especially when limited training data is available for specific financial markets. 
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