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| ABSTRACT 

Water is an important part of human beings and the living society. Over the years, air and water pollution have contaminated 

water in various ways. This makes the content unhygienic and harmful to drinking and society. The traditional method of water 

purification is expensive, and it involves a lot of unnecessary time, with the outcome of the results not up to the accuracy. My 

proposed system of thesis system is to develop a classification of the water quality using the Gradient boosting classifier. My 

research involves considering the various parameters of H2O, including the ph, dissolved oxygen, Total Dissolved Solids(TDS), 

and temperature, which are predominant for the ranking of water contents. 
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1. Introduction 

Water is a critical part that plays an important role in every part of life. The water is used for various purposes as such as 

drinking, irrigation, industries, and aquatic life maintenance. However, the quality of the water is often depleted due to the 

various pollutants and other wastes from the environment. Hence, the quality monitoring of the water is essential to lead a good 

life for the human beings. 

  

Machine learning is employed for the need of the large-scale analysis of the dataset to be involved[2], they provide us with 

excellent results without being commanded and named for the above. In Figure 1.2, the machine learning approach of the 

model building is given, which learns from the data to produce the result. As my project is concerned, I will be utilising the two 

important algorithms for the models, namely the SVM and XGBoost methods, which can handle the large datasets and give us 

some good results for the above. 

 

 
Figure 1.2: Machine learning algorithm. 
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1.1 Types of Machine Learning algorithms 

1.1.1 Supervised Learning: 

The supervised learning algorithm is one of the types of machine learning that has labelled input data, and we can predict the 

output by building the model required for the solution[2].  

 

Thus, there are defined rows and columns that help to predict the score and accuracy for the model. In Figure 1.3, the ML model 

and Test data are visualised in 3d for supervised learning  

 

 
 

Figure 1.3: Implementation of Supervised Learning using Machine Learning Algorithm. 

 

1.1.2 Unsupervised Learning: 

Unsupervised learning works on the unlabeled datasets which has no defined set of rows and columns[3]. Thus, Figure 1.4 gives 

the view of unsupervised learning, which consists of a variety of datasets that are identified and grouped according to similar or 

different clusters among the classification tasks.  

 

 
 

Figure 1.4: Unsupervised Machine Learning from the collection of raw input to output. 

 

1.1.3 Semi-supervised Learning: 

Semi-supervised learning falls with both the availability of the labelled and unlabeled datasets[4]. This is the analysis of the data 

set without the rows and columns. Figure 1.5 discusses both the labelled and unlabeled columns of data set, which gives us the 

required analysis with some accuracy and precision of the model.   
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Figure 1.5: Semi-supervised machine learning used in the real-world data. 

 

2. Literature Survey 

Several studies have shown the importance of machine learning techniques for the classification and ranking of tasks related to 

water quality monitoring and environmental assessment[4]. This section involves the relevant work and the approach used in the 

ML models for the tasks involved in separating the output based on the various water quality parameters. 

 

Support vector machines and XGBoost have shown promising results in various environmental tasks. Nouraki, A.; Alavi,M[5] 

compared the performance of XGBoost with Random Forest (RF) and SVM for classification of satellite and aerial imagery. Their 

study found that XGBoost outperformed RF and SVM, especially with larger sample sizes, which supports our choice of XGBoost 

for H2O ranking. A study made by Ambade, B.; Sethi, S.S[6], demonstrated the use of XGBoost in achieving the lower root mean 

square(RMS) when compared to the other machine learning classifiers.  

 

They analysed samples for parameters such as pH, total hardness, calcium, magnesium, chloride, total dissolved solids, iron, 

fluoride, nitrate, and sulfate[6]. Their approach of considering multiple water quality parameters informs our feature selection 

process for H2O ranking. 

 

2.1 Automated Machine Learning Approaches: 

Some of the recent advances in the field of machine learning have paved the way for making the automated machine learning 

training and testing of the model depending upon the various approaches[7]. Figure 1.6 outlines the overall schema of the 

automated machine learning mode.  The machine learning approaches in the automation have been used widely, and the results 

in precise are more precise than the manual model building[8]  

 

 
 

Figure 1.6: The schema of the automated machine learning approaches in CNN. 

 

2.2 Ensemble Methods for Water Quality Assessment 

Ensemble methods in machine learning are also one of the techniques used for the classification and regression tasks. It 

combines some of the good multiple machine learning models, which improves the accuracy[8] and precision over the training 

dataset with the samples involved.  
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3. Proposed Methodology 

3.1 System Architecture: 

In my research project of research I will use the two advanced models of the ML algorithm, namely the SVM and XGBoost, which 

will create a great impact while handling the large datasets and usage of the classification model used for the estimation of the 

various parameters of water. From water bodies, feature selection and splitting data in the 80/20 rule of model building to get 

accurate results. From Figure 1.7, the architecture model of the water classification analysis using an ML model. 

 

 
 

Figure 1.7: Architecture model of the water classification using an ML algorithm. 

 

3.2 Support Vector Machine(SVM): 

Support vector machine(SVM) is a powerful machine learning algorithm that is used primarily for classification tasks. The core 

idea behind the model of the SVM is to identify the optimal hyperplane that best separates the data points of the different 

classes in a higher-dimensional space[9]. Thus by the usage of this model the classification of the water can be done along with 

the various parameters considered. 

 

3.3 Mathematical Formulation: 

The equation of the linear boundary for the hyperplane can be mathematically written as, 

 

wx+b=0 

where, 

 

w is the weight vector  

x is a feature vector and 

b is the bias term 

 

The primary goal of the SVM is to maximise the margin, which is defined by 

 

Margin=
2

|w|
 

 

On minimising the above objective function, it becomes as follows. 

 

min 
1

2
|𝑤| 

 

Subject to constraints, 

 

𝑦𝑖(𝑤𝑥𝑖 + 𝑏) ≥ 1 ∀𝑖 

where  

 

Yi is the class label for each instance, and 
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Xi  are the input feature vectors  

 

Formulation: 

 

The primary objective of the XGBoost can be explained as follows, 

 

Loss Function: The loss function measures how well the model’s predicted scores match the actual scores.  

 

𝐿(𝑦, �̂�) =
1

𝑛
∑(𝑦𝑖 − 𝑦�̂�)

2

𝑛

𝑖=1

 

 

Where  

 

Y is the true value 

Y^ ^ is the predicted value for the model. 

 

Regularisation: To prevent the overfitting of the model and to improve the precision 

 

𝑂𝑏𝑗 = 𝐿 + ∑ Ω(𝑓𝑘)

𝐾

𝑘=1

 

 

Ω(𝑓𝑘) = γ𝑇 +
1

2
λ||𝑤||

2
 

 

Where L is the loss function of the model. 

 

3.4 Regularisation parameter: 

The regularisation parameter in the SVM is denoted by the letter ‘C’. It controls the trade-offs between the margin and the 

misclassification of the error[10]. Thus, the high value of C typically means the model will correctly make the classification of all 

the parameters from the samples, leading to the avoidance of overfitting the model. From the Figure 1.9 the most important 

regularisation parameter is considered for the SVM, which is the kernel function and decision boundary which separates the 

hyperplane surface of model.  

 

 
 

Figure 1.9: Decision surface of the kernel function from the SVM machine learning model. 

 

3.5 Tuning of XGBoost Model 

3.5.1 Maximum Depth: 

The maximum depth parameter of the XGBoost controls the maximum depth of each tree in the ensemble learning of the model. 

Thus, if the model is not balanced correctly with the depth estimator[10], it can lead to the overfitting of the machine learning 

algorithm. In Figure 2.1, the training and validation score lies in the same plane of the hyperparameter model, which implies 

that the model performs well for the dataset. 
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Figure 2.1: Maximum depth hyperparameter concerning the ROC-AUC score of the XGBoost model. 

 

3.6 Learning Rate: 

Learning rate is also one of the important parameters of the XGBoost model, which determines how quickly the model learns 

from the data. If the amount of data available is high, it will lead to the slow convergence of the data as it takes more time to 

read the data and also applies same for the testing and training of model. 

 

 
 

Figure 2.1: XGBoost learning rate concerning log loss of the machine learning model. 

 

3.7 N_estimators 

The n_estimators parameter is the one that controls the number of decision trees in the ensemble.  

 

Process of Tuning: The normal values of n estimators range from 50 to 500, depending upon the size of the data[11] and the 

computational time required to do so with the model. Figure 2.2 discusses the XGBoost training concerning the n_estimators 

and maximum depth of the model.  

 

 
 

Figure 2.2: The training results of the XGBoost Machine learning model about n_estimators used in the dataset. 

 

4. Results 

This section discusses the results of the proposed methodologies for the classification of the water based on the different water 

quality parameters, and further creation of websites with the monitoring of water quality assessment using the AWS. The water 

collection samples are taken from the numerous places from the Indian country of ground water rivers compromising of all 

states from the continent.   
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Figure 2.3: Validation score of the SVM model plotted with the gamma values considered from the data set. 

 

Figure 2.3 gives the final training and validation score after building the model which implies SVM model performance was not 

good with the accuracy of 78%. The performance metrics such as the Precision, recall, F1-Score which are important parameters 

need to be considered in the model building of the machine learning algorithm[11].  

 

From Figure 2.4 the score of the XGBoost model performed well achieving the accuracy of about 93% which is good for the 

classification of the model with the various water quality parameters considered for the data set.. 

 

 
 

Figure 2.4: Cross-validation and Training score of the XGBoost with max_depth considered for the model. 

 

From the above, of the two models, the accuracy precision obtained from the SVM model is 76%, while the XGBoost model 

provides the accuracy result of 96%, which indicates that the XGBoost classifier model performed well with the dataset. 

 

5. Conclusion 

In conclusion, this project has successfully developed and implemented the water quality classification model and made a 

stratification analysis using the two advanced machine learning algorithms, namely the SVM and XGBoost methods. Currently, 

there are several methods of classifying water based on various parameters, which involve several labour processes, and the 

error and accuracy of the report are also not up to the mark.  The recent advancements in deep learning and NLP have enabled it 

to take accurate motion pictures from the various sensors and can easily predict and build the required classification models for 

the various water parameters.  
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