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| ABSTRACT 

Air pollution, particularly PM2.5, poses significant health risks, with Dhaka, Bangladesh, experiencing some of the highest 

concentrations of fine particulate matter. This study employs 11 time-series models to analyze PM2.5 concentrations in the export 

processing area of Dhaka. Using a recently published dataset from January 2019 to December 2023, the models were trained to 

forecast PM2.5 concentrations for a given day of each month over a 12-month period. The results indicated that the Holt-Winters 

model, followed by a Neural Network and SARIMA, achieved the best performance. An ensemble model incorporating these top 

three models was developed, demonstrating high forecasting accuracy compared to the other models. This study provides 

valuable insights for policymakers and businesses, offering an advanced framework for forecasting PM2.5 concentrations to 

address the ongoing air pollution issue in Dhaka. 
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1. Introduction  

Air pollution, especially fine particulate matter (PM2.5), is one of the most pressing environmental and public health 

challenges in many urban areas [1, 2, 3]. PM2.5 refers to airborne particles with a diameter of 2.5 micrometers or less, small 

enough to penetrate deep into the lungs and even enter the bloodstream [4, 5]. Its small size makes it highly dangerous as it is 

more likely to travel into deeper parts of the lungs and cause severe tissue damage and lung inflammation [6]. 

Exposure to high levels of PM2.5 has been linked to a variety of health issues. For example, respiratory diseases such as 

asthma and chronic obstructive pulmonary disease (COPD) are common in urban areas with high concentrations of PM2.5 [7, 8]. 

Cardiovascular conditions like heart attacks and strokes, and increased risks of lung cancer are also common conditions 

associated with prolonged exposure to high levels of PM2.5 [9, 10]. Globally, the World Health Organization (WHO) estimates 

that air pollution contributes to approximately 6.7 million premature deaths annually, with PM2.5 being a major contributor [11]. 

Among the cities grappling with severe PM2.5 pollution, Dhaka, the capital of Bangladesh, stands out as one of the 

most critically affected [12, 13]. Rapid urbanization, unchecked industrialization, and burgeoning vehicular emissions have 

transformed Dhaka into a hotspot for dangerously high concentrations of PM2.5. The city's air pollution levels frequently surpass 

the WHO's recommended limits, posing significant risks to its residents. Brick kilns, a staple of the region's industrial output, are 

one of the primary sources of fine particulate matter, alongside emissions from unregulated vehicles and construction activities 

[14, 15]. Dhaka's severe traffic problems further exacerbate the problem, with countless vehicles releasing harmful emissions on a 

daily basis. Compounding these issues is the city's lack of robust air quality management systems, leading to its deteriorating air 

quality [16, 17, 18]. 

Efforts to combat air pollution in Dhaka have been initiated over the years but with limited success. The Bangladesh 

National Environment Policy, introduced in 1992, laid the groundwork for environmental governance, aiming to control pollution 

and promote sustainable practices [19]. More recently, projects like the Clean Air and Sustainable Energy (CASE) initiative, 
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launched in 2019, sought to monitor air quality and develop cleaner energy solutions [20]. However, these measures have fallen 

short in addressing the city's rapidly worsening air quality. The enforcement of regulations remains inconsistent, and the absence 

of coordinated urban planning further undermines progress. Consequently, PM2.5 concentrations in Dhaka continue to rise, 

highlighting the need for more comprehensive approaches to effectively target the issue. 

The continuous increase in PM2.5 pollution in Dhaka is an urgent issue that must be addressed as millions of lives are at 

risk [21, 22, 23]. Therefore, this study utilizes Artificial Intelligence (AI) to offer a state-of-the-art approach for effectively 

monitoring PM2.5 concentrations in Dhaka. This ensures that policymakers and business owners can make the most informed 

decisions in targeting the issue of rising PM2.5 concentrations. 

The remainder of this paper is organized as follows: Section 2 provides a comprehensive literature review of previous 

studies. Section 3 discusses the detailed descriptions of the methodology, including the dataset and the models. Section 4 offers 

the results of the study, presenting the performances of the models and proposing a highly accurate ensemble model. Finally, 

this paper concludes in Section 5. 

 

2. Literature Review 

There have been several notable studies done on a similar topic. This section offers a comprehensive analysis of the 

existing literature.  

Huang et al. proposed a deep CNN-LSTM model for forecasting PM2.5 concentrations, demonstrating its superior 

accuracy compared to other machine learning methods [24]. Gao and Li introduced a Graph-based LSTM (GLSTM) model that 

incorporates a parameterized adjacency matrix to predict PM2.5 concentrations, demonstrating improved accuracy and 

interpretability by using spatiotemporal data across multiple monitoring stations [25]. Mahajan et al. explored the use of Neural 

Network Autoregression (NNAR) for forecasting PM2.5 levels, comparing its performance with Holt-Winters and ARIMA models 

[26]. Mahajan et al. also proposed a cluster-based hybrid neural network model to improve PM2.5 forecasting accuracy and 

efficiency, demonstrating that clustering monitoring stations by geographical distance reduces both forecasting error and 

computation time using data from 557 Airbox devices across Taiwan [27]. Zaini et al. proposed a hybrid EEMD-LSTM model for 

hourly PM2.5 forecasting in Malaysia, demonstrating that the model, which combines data decomposition with deep learning, 

outperforms other models in forecasting accuracy [28]. Mahajan et al. further proposed an exponential smoothing method with 

drift for short-term PM2.5 forecasting, demonstrating its effectiveness in forecasting PM2.5 concentrations with low error and 

acceptable computation time using data from 132 IoT monitoring stations in Taichung, Taiwan [29]. 

The literature suggests that complex models, such as hybrid and ensemble models, tend to exhibit higher predictive 

capacities. While multiple studies have analyzed PM2.5 trends across various regions, many rely on outdated datasets that fail to 

capture current PM2.5 concentration patterns. This study addresses this gap by utilizing a recently published dataset to analyze 

PM2.5 concentration fluctuations in Dhaka, Bangladesh—a region often overlooked despite experiencing severely high PM2.5 

levels. 

 

3. Materials and Methods 

 

3.1 Objectives 

Building upon previous research, this paper employs 11 time-series models to analyze and forecast PM2.5 

concentrations in Dhaka, Bangladesh. For comprehensive evaluation, five error metrics were applied to assess the models. 

Subsequently, an ensemble model is proposed, achieving 90% accuracy. The study utilizes a recently published dataset spanning 

January 2019 to December 2023, offering valuable insights to policymakers and business organizations [30]. The contributions of 

this study are as follows:  

• Provide a comprehensive analysis of a recently published dataset. 

• Employ 11 time-series models to analyze PM2.5 trends in Dhaka and offer a robust framework for PM2.5 concentration 

prediction. 

• Present an ensemble model capable of achieving high accuracy. 

• Offer insights into PM2.5 concentrations in Dhaka from 2019 to 2023. 

The outline of the steps taken is shown in Figure 1. 
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Figure 1. Workflow overview. 

 
3.2 Data and Preprocessing 

This study utilizes a recently published dataset containing measurements of Particulate Matter (PM2.5, PM10), CO 

concentrations, and Air Quality Index (AQI) values in the export processing area of Dhaka, Bangladesh. Our research focused on 

analyzing PM2.5 levels because they are a critical indicator of air pollution and have significant health impacts, particularly on 

respiratory and cardiovascular systems. The data for PM2.5 was acquired using a respirable dust sampler (APS-113NL), which 

collected 24-hour samples once a month. The dataset spans from January 2019 to December 2023, with no missing values. The 

data was collected at a precise location, with coordinates latitude 23.94821 and longitude 90.27727. Table 1 presents a 

descriptive analysis of the dataset. 

 

Table 1. Summary of dataset. 

Statistics PM2.5 

Standard Deviation 36.03 

Minimum 9.10 

25% 16.75 

50% 34.95 

75% 75.75 

Maximum 140.70 

 

After acquiring the dataset, we standardized the dates and PM2.5 concentration values. We then checked the 

stationarity of the dataset to meet the requirements of the time series models. The Augmented Dickey-Fuller (ADF) Test and the 

Kwiatkowski-Phillips-Schmidt-Shin (KPSS) Test were applied. The ADF test determines whether a time series is stationary by 

testing for the presence of a unit root, while the KPSS test evaluates stationarity by assessing whether the series has a constant 

mean or exhibits a trend. The ADF test can be described mathematically as follows: 
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∆Y𝑡 = 𝛼 + 𝛽𝑡 + 𝛾𝑌𝑡−1 + ∑ 𝛿𝑖∆𝑌𝑡−1

𝑝

𝑖=1

+ 𝜖𝑡 (1) 

Where ∆Y𝑡 represents the change in the series at time t, 𝛾𝑌𝑡−1 tests for a unit root, 𝛼 + 𝛽𝑡 accounts for trends and drifts, 

∑ 𝛿𝑖∆𝑌𝑡−1
𝑝
𝑖=1  is the lagged difference to correct for autocorrelation, and 𝜖𝑡 is the error term. On the other hand, the KPSS test can 

be described as follows: 

KPSS =
1

𝑟2
∑

𝑆𝑡
2

𝜎 2̂

𝑇

𝑡=1

 (2) 

Where 𝑆𝑡 represents the partial sum of the series at time t, σ2̂ is the estimated variance of the residuals, r is the number of 

observations. Together, the ADF test checks for unit roots (non-stationarity), while the KPSS test checks for trend stationarity, 

providing complementary information. Both tests confirmed that our dataset is stationary. Figure 2 shows the dataset after 

preprocessing. 

 

Figure 2. Visualizations of the dataset after preprocessing with a time series line plot, histogram, and box plot. 

 
 

To more effectively understand the underlying dependencies of the dataset, we used the Autocorrelation Function 

(ACF) and Partial Autocorrelation Function (PACF) graphs to visualize our dataset. The ACF helps identify the overall correlation 

between the current and past values, providing insights into the persistence of trends. The PACF, on the other hand, isolates the 

correlation at specific lags, accounting for the influence of intermediate lags, and helps determine the order of autoregressive 

models. The graphs are shown below: 
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Figure 3. ACF and PACF graphs with a lag value of 20. 

 
 

The ACF plot shows significant positive correlations for the first few lags, followed by a decaying pattern, indicating a 

potential dependency on past values that diminishes over time. The PACF plot reveals a sharp drop after lag 1, suggesting that 

the series primarily relies on its most recent value for forecasting. Together, these plots suggest that the time series may exhibit 

both short-term and longer-term dependencies that can inform model selection and structure. 

After preprocessing, we split our dataset into training and testing sets based on an 80:20 split. The training set ranges 

from January 2019 to December 2022, while the testing set ranges from January 2023 to December 2023. Figure 4 shows the 

data split. 

 

Figure 4. Graphical representation of the training and testing data split. 
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3.3 Evaluation Metrics 

To comprehensively analyze our models, we applied four standard evaluation metrics: Mean Absolute Error (MAE), Root 

Mean Squared Error (RMSE), Symmetric Mean Absolute Percent Error (SMAPE), and Max Error. MAE measures the average 

magnitude of errors between the predicted and the actual. The mathematical representation is given as follows. 

MAE =
1

𝑛
∑ |𝑦𝑖 − 𝑦�̂�|

𝑛

𝑖=1

 (3) 

Where n is the number of observations. RMSE measures the square root of the average squared differences between predicted 

and actual values, emphasizing larger errors. The mathematical representation is given as follows. 

RMSE = √
1

𝑛
∑(𝑦𝑖 − 𝑦�̂�)

2

𝑛

𝑖=1

 (4) 

SMAPE is a percentage-based error metric that normalizes the absolute error by the sum of actual and predicted values. The 

mathematical representation is given as follows. 

SMAPE =
100

𝑛
∑

|𝑦𝑖 − 𝑦�̂�|

(𝑦𝑖 + 𝑦�̂�)/2

𝑛

𝑖=1

 (5) 

Max Error identifies the largest absolute difference between predicted and actual values, focusing on the single worst prediction. 

The mathematical representation is given as follows. 

Max Error = max
𝑖=1,…,𝑛

|𝑦𝑖 − 𝑦�̂�| (6) 

 

3.4 Models 

We employed 11 time-series models—Naive, Drift, Simple Exponential Smoothing (SES), Holt’s Linear, ARIMA, Auto 

ARIMA, Holt-Winters, SARIMA, FFT, Theta, and a Neural Network (NN)—to forecast PM2.5 concentrations in Dhaka for the year 

2023. 

 The Naive model assumes that the forecast for the next period is simply the value from the most recent period. The 

Drift model assumes that the time series data follows a random walk with a constant drift. The forecast is made by adding a fixed 

trend to the most recent value, usually calculated as the average change over time. SES is a forecasting method that uses 

weighted averages of past observations to make predictions, giving more weight to recent observations. It is best suited for time 

series data without a trend or seasonality. Holt's Linear method is an extension of SES that accounts for linear trends in the data. 

It adds a trend component to the model, making it suitable for time series with a trend but no seasonality. ARIMA is a time series 

forecasting method that combines autoregression (AR), differencing (I), and moving average (MA) components. It is used for 

modeling time series data with a trend or seasonality. Auto ARIMA is an automated method for selecting the best ARIMA model 

by performing a grid search over possible values of p, d, and q (the AR, differencing, and MA terms). Holt-Winters is an extension 

of exponential smoothing that handles seasonality and trends in time series data. It has three components: level, trend, and 

seasonality, and can be applied in both additive and multiplicative forms depending on the nature of the series. SARIMA is an 

extension of ARIMA that explicitly handles seasonality in time series data. It includes seasonal autoregressive (SAR), seasonal 

differencing (SI), seasonal moving average (SMA), and seasonal period components in addition to the regular ARIMA 

components. FFT is a signal processing method used to transform time series data into frequency components. By identifying 

dominant cycles in the data, FFT can help model and forecast periodic behavior in time series. The Theta model is a forecasting 

technique that combines exponential smoothing and a decompositional approach. Lastly, Neural Networks (NN) are machine 

learning models that are adept at recognizing patterns over time. 

 

4. Results and Dicussion 

 

4.1 Top Models 

After training our 11 models, we employed them to forecast PM2.5 concentrations for the year 2023. Their results were 

compared to the test set and the four error metrics were used to evaluate their performances. Table 2 presents the performances 

of the models. 
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Table 2. Performances of the models. 

Models MAE RMSE SMAPE Max Error Rank 

Holt-Winters 12.456 15.94 13.287 32.952 1 

NN 14.138 19.114 13.891 37.284 2 

SARIMA 14.242 16.78 15.997 32.213 3 

FFT 16.458 19.142 18.97 41.7 4 

Auto ARIMA 24.82 28.254 24.975 57.533 5 

Naive 34.342 40.715 30.967 64 6 

ARIMA 34.563 41.325 30.999 65.164 7 

SES 33.008 34.943 31.692 57.333 8 

Drift 36.58 43.864 31.885 68.123 9 

Holt’s Linear 36.585 43.87 31.887 68.131 10 

Theta 67.292 75.767 63.37 145.479 11 

 

While most models were able to capture the seasonality of the dataset, some models merely assumed linearity. Figure 5 

shows the predictions of the models. 

 

Figure 5. PM2.5 concentration predictions of the models. 
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We identified the top three models through a comprehensive comparison of all the evaluation metrics, with Holt-

Winters ranking first, followed by NN and SARIMA. The sections below offer a detailed explanation of each model. 

 

4.1.1 Holt-Winters 

The Holt-Winters method is also known as Triple Exponential Smoothing; it is an extension of the simple exponential 

smoothing model to capture both trend and seasonality in time series data. The model has three primary components: level (Lt), 

the smoothed value of the series; trend (Tt), the rate of change in the level; and seasonality (St), the repeating cycle of 

fluctuations in the data. The model can be described by the following equations: 

Level Equation: 

𝐿𝑡 = 𝛼(𝑦𝑡 − 𝑆𝑡−𝑚) + (1 − 𝛼)(𝐿𝑡−1 + 𝑇𝑡−1) (7) 

Where 𝛼 is the smoothing constant for the level. 

Trend Equation: 

𝑇𝑡 = 𝛽(𝐿𝑡 − 𝐿𝑡−1) + (1 − 𝛽)𝑇𝑡−1 (8) 

Where 𝛽 is the smoothing constant for the trend. 

Seasonal Equation: 

𝑆𝑡 = 𝛾(𝑦𝑡 − 𝐿𝑡) + (1 − 𝛾)𝑆𝑡−𝑚 (9) 

Where 𝛾 is the smoothing constant for the seasonal component. 

Forecast Equation: 

�̂�𝑡+ℎ = 𝐿𝑡 + ℎ𝑇𝑡 + 𝑆𝑡+𝑚−ℎ (10) 
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Where h is the forecast horizon. 

 

4.1.2 Neural Network (NN) 

NNs are inspired by the structure of the brain, capable of learning complex pat-terns in data. They are effective at 

capturing both linear and nonlinear relationships between past observations and future values. NNs have a single input and 

output layer, with multiple hidden layers in between, used for processing data and learning patterns. The equations below model 

a forward pass in a NN with only one hidden layer. 

Hidden Layer: 

ℎ𝑡 = 𝑓(𝑊(1)𝑥𝑡 + 𝑏(1)) (11) 

Where 𝑥𝑡 is the input vector at time t, 𝑊(1) represents the weight matrix for the input layer to the first hidden layer, and 𝑏(1) is 

the bias term for the first hidden layer. The function f is an activation function. 

Output Layer: 

𝑦�̂� = 𝑔(𝑊(2)ℎ𝑡 + 𝑏(2)) (12) 

Where ℎ𝑡 is the output from the hidden layer, 𝑊(2) represents the weight matrix for the hidden layer to the output layer, and 𝑏(2) 

is the bias term for the output layer. The function g is the identity function. 

 

4.1.3 SARIMA 

The SARIMA model is a combination of the non-seasonal ARIMA model and seasonal components. It can be 

represented as follows: 

∅𝑝 = (𝐵)(1 − 𝐵)𝑑(1 − 𝐵𝑚)𝐷𝑦𝑡 = 𝜃𝑞(𝐵)𝜖𝑡 + 𝜑𝑝(𝐵𝑚)(1 − 𝐵)𝐷(1 − 𝐵𝑚)𝐷𝜖𝑡 (13) 

Where ∅𝑝(𝐵) is the autoregressive polynomial of order p, 𝜃𝑞(𝐵) is the moving average polynomial of order q. 𝜑𝑝(𝐵𝑚) is the 

seasonal autoregressive polynomial of order P, 𝜖𝑡 is the white noise error term. To account for seasonality, seasonal differencing 

is applied: 

∆𝑠𝑦𝑡 = 𝑦𝑡 − 𝑦𝑡−𝑚 (14) 

Where ∆s denotes the seasonal difference, and m is the length of the seasonal period. The forecast for h-steps ahead using 

SARIMA is: 

�̂�𝑡+ℎ = 𝜇 + ∑ ∅𝑖𝑦𝑡−𝑖 + ∑ 𝜃𝑗𝜖𝑡−𝑗 + ∑ 𝜑𝑖𝑦𝑡−𝑖−𝑚 + ∑ Θ𝑖𝜖𝑡−𝑗−𝑚

𝑄

𝑗=1

𝑃

𝑖=1

𝑞

𝑗=1

𝑝

𝑖=1

 (15) 

Where 𝜇 is the mean of the series, and 𝜖𝑡 is the white noise error term. 

 

4.2 Ensemble Model 

Our top models—Holt-Winters, Neural Network, and SARIMA—were then used to construct an ensemble model that 

utilizes stacked generalization to strategically combine the predictions from all three models. Stacked generalization is an 

ensemble learning technique that uses a meta-model to integrate the predictions of multiple base models. Our ensemble model 

builds upon this structure by using the top models as the base models and a simple Linear Regression as the meta-model. Figure 

6 shows the general architecture of our ensemble model. Table 3 presents the performance of the ensemble model compared to 

the top models. 
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Figure 6. General architecture of ensemble model. 

 
 

Table 3. Performances of the models. 

Models MAE RMSE SMAPE Max Error Rank 

Ensemble Model 7.801 10.740 9.892 24.867 1 

Holt-Winters 12.456 15.94 13.287 32.952 2 

NN 14.138 19.114 13.891 37.284 3 

SARIMA 14.242 16.78 15.997 32.213 4 

 

The ensemble model achieved the highest accuracy due to its ability to process and learn from the predictions of the 

base models. Figure 7 shows the predictions of the model. 

 

Figure 7. PM2.5 concentration predictions of the proposed ensemble model. 
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5. Conclusion 

Accurate forecasting of PM2.5 concentrations is crucial for addressing health issues and implementing effective 

measures. This study analyzes 11 time-series models to forecast PM2.5 concentrations in Dhaka, Bangladesh, based on a recently 

published dataset, and presents an ensemble model that achieves a SMAPE of 10.489%, which is highly accurate considering the 

sparsity of the dataset and the fluctuating nature of PM2.5 concentrations. A limitation of this study is the use of univariate 

models in forecasting PM2.5 concentration. Future studies can investigate more complex multivariate models to better 

understand and utilize feature-target relationships. Additionally, future work could focus on conducting more extensive 

hyperparameter searches and developing more advanced hybrid models. Future studies could also utilize the findings of this 

paper to model PM2.5 concentration on a much larger scale, integrating with hardware devices for system simulations. In 

summary, this paper presents a robust framework for PM2.5 concentration forecasting and provides invaluable insights into the 

rapidly changing PM2.5 trends for policymakers and other researchers. 
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