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| ABSTRACT 

The present study investigates the potential impact of artificial intelligence (AI) on the future trajectory of human civilization. It 

focuses on topics such as super-exponential growth, the potential emergence of a galactic civilization, and the associated 

"doom" hazards. A significant advancement in machine intelligence with human-like consciousness, strong artificial intelligence 

(AI), also known as artificial general intelligence (AGI), creates new opportunities and capacities. There's growing anxiety about 

the risk that weak AI will eventually become strong AI. Every year, new transformer models that are more like human interactions 

are being created, and we have already witnessed some indications of AGI. It is anticipated that AI will reach a "singularity" and 

advance on its own without assistance from humans. This thesis explores the theoretical and practical foundations, model 

building blocks, development processes, challenges, and ethical issues surrounding the creation of Consciousness AI (AGI). This 

paper examines the meaning of the term "technological singularity," the various types of singularities that have no point of 

return idea, the philosophical risks associated with the development of AI, and the implications of AI singularity for monetary 

theory and the new economic order. As a new perspective on the deployment of ethical AI in the face of tremendous 

technological advancements, the study not only contributes to the theoretical discourse but also explores the possible practical 

implications of AI on our shared future. Several obstacles to AI advancement are covered in the paper, along with prospective 

directions for future research. 
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1. Introduction 

Artificial Intelligence (AI) is a force that is capable of completely altering the course of our future existence in the rapidly evolving 

field of technological advancement. Every aspect of the economy is being impacted by artificial intelligence, which is also naturally 

ingrained in our species. When AI development reaches the same level as humans with their own consciousness, there are many 

concerns and pessimistic predictions about what will happen to society. In today's world, data is everything—from a stone to the 

human race. Data is everything in today's world, from a piece of stone to a human species. Everyone carries their own data of 

information, which is the main eating source of machine learning models, also known as weak AI. AI gains more computational 

standards as data volume increases. Artificial General Intelligence (AGI) holds immense potential to revolutionize various fields, 

such as religion and economics, and it can be likened to a forest of unknown reality. The very essence of our being, driven by AI's 

exponential potential, challenges us as we set out on this journey to think about the future, appreciate the possibility of a civilization 

spanning the galaxy, and carefully forge ahead across unexplored terrain that could bring us either unimaginable success or doom.  

 

AGI, intended to completely mimic human intelligence, is the result of years of research in artificial intelligence. AGI's goal is to 

build robots that are intelligent and cognitively equivalent to humans and capable of performing a range of general cognitive 
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tasks without the need for specialized training. By enabling AI computers to understand natural language, recent advances in 

generative AI models – such as Large Language Models (LLMs) – have contributed to the emergence of the AGI paradigm 

(Chalmers, 2023). The technological or AI singularity is a conceivable forthcoming occurrence in which artificial intelligence would 

surpass human intelligence, leading to rapid and extensive progress in technical advancement. Some define it as the point at which 

AI achieves the capability to continuously improve itself, leading to rapid technological advancements that exceed human 

understanding or control (Moravec, 1998; Kurzweil, 1999; Kurzweil, 2005). It is anticipated that this event would result in profound 

changes to technology, the economy, and society. Superintelligent singularity is widely defended by the argument that it will result 

in an exponential increase in technical advancement, which is positively correlated with improvements in both economic 

productivity and quality of life. This stems from the fact that artificial intelligence (AI) possesses the capacity to conceive and 

fabricate novel technologies at a significantly swifter pace than humans while also facilitating superior economic prognostications 

and evaluations, as well as establishing more effective frameworks for climate management and monetary policies to enhance the 

equitable dispensation of resources (Cath et al., 2018, pp. 505-528) Consequently, this phenomenon could engender 

groundbreaking advancements in domains such as healthcare, energy, and interstellar exploration. Another contention in favor of 

the advent of singularity is grounded in its capacity to foster a deeper comprehension of the cosmos (Clocksin, 2003, pp. 1721-

1748). AI's heightened speed of information analysis surpasses that of humans, thereby enabling it to address age-old questions 

that have lingered throughout the ages. As a result, this could engender fresh insights into the realms of physics, biology, and 

cosmology. Over the past seven decades, the field of artificial intelligence has undergone significant fluctuations (Agrawal, McHale, 

& Oettl, 2019). The development of AI can be divided into distinct cycles marked by periods of promise and subsequent setbacks. 

Similar to economic cycles, each AI cycle exhibits an exponential surge in growth followed by a decline during the equilibrium 

phase (Toosi et al., 2021). Graphical representations are provided to enhance comprehension of the historical progression of AI 

(Matsuo, 2015, figure 1). These graphs facilitate accurate projections of future advancements and the pace at which they may 

occur, as cited in the experimental section of this article. 

 

 
 

                                                                            Figure 1: Historical progression of AI                                         

 

In the first and second periods (booms) of significant growth, there existed a multitude of assurances pertaining to artificial 

intelligence (AI) that were seldom fulfilled yet nevertheless played a crucial role in securing its financial support, advancement, and 

societal influence. The third period of substantial growth represents a juncture at which it becomes feasible to predict its 

emergence based on its expansion and historical evolution. In terms of advancement, projections suggest that boom3 will 

encompass instances of artificial general intelligence (AGI) or AGI itself, as well as a portion of the initial endeavor towards consent 

in mechanical systems. One of the primary outcomes of the second period of substantial growth in AI, known as boom2, relies 

heavily on copious amounts of data and immense computational power rather than the expertise of human specialists (Bariah & 

Debbah, 2023). Despite recent predictions about artificial intelligence and technology, they are diverse and confident. Journalists, 

computer scientists, and philosophers have all shared their thoughts on the future of machines, covering everything from 

philosophical viewpoints to Turing's original assessment of machine intelligence (Turing, 1950). Some claim that it is impossible to 

build an artificially intelligent brain that does not affect humans in any way, increasing the risk of human extinction (Chalmers, 

2010). What path will humanity take when machines surpass human intelligence? How will AI lead us into a new era of super-

exponential growth? What obstacles will this exponential acceleration bring? What are the mathematical estimates for the rate of 

AI and technology growth within human evolution? Which data-driven philosophical position is more predictive? Some argue that 

this event will lead to an exponential increase in machine intelligence, with each generation becoming increasingly sophisticated 

machines. At its core, the main objective of this study is to uncover the various implications of AI's trajectory, going beyond the 
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usual limitations of economic modeling. The research goal is to understand the remarkable developments in AI by combining 

economic analysis, philosophical viewpoints, and ethical frameworks. We will examine its ethical consistency using advanced 

methods, such as the Meta-Ethical Turing Test. Nevertheless, this narrative does not only focus on idealistic aspirations. The article 

explores the philosophical implications of unchecked AI advancement, the future relationship between AGI and humans, and its 

ethical framework (Bostrom, 1998). It utilizes mathematical models, simulations, and thorough analysis to examine potential 

dynamics that could result in unintended consequences and possibly an era of existential threats. This study aims to integrate 

speculative futurism and grounded analysis to have a better understanding of the impact of AI acceptance on our future. As we 

venture into the unexplored realm of exponential growth, cosmic exploration, and ethical constants, the intention of this paper is 

to add to the discourse about the responsible evolution and application of AI. Our perspective is to capture the alignment of our 

technology with the ultimate purpose of humanity in a time when AI is increasingly perceived as a vital factor that determines our 

shared future. 

 

1.1 Economical and Technology development model of artificial intelligence 

Artificial intelligence (AI) and machine learning, among other advances in digital technology and computers, have become 

indispensable in a variety of sectors, including logistics, healthcare, and education. These technologies are being employed across 

various areas, which raises the question of whether their use impacts economic variables (Zeira, 1998). For example, in neoclassical 

and endogenous economic growth models, technological advances increase productivity, which in turn stimulates economic 

growth (Carayannis et al., 2022, pp. 587-610). Therefore, faster growth rates are likely to result from advances in computer 

technology (Aghion, Antonin, & Bunel, 2019). Over the past six decades, there has been a shift in production away from traditional 

inputs toward more capital-intensive information and communications technology (ICT) technologies (Allam & Dhunny, 2019). The 

emergence of modern computers and the Internet in the early 1990s, followed by the rise of AI, has led to changes in industrial 

practices (Webster & Ivanov, 2020). We may declare with confidence that the most crucial century has already begun when we 

examine the history of economic and technological achievements and observe that the trend increases with each passing century. 

However, there is a widespread belief that this idea is somewhat unrealistic, so a future characterized by advanced AI and the 

expansion of civilization throughout our galaxy may eventually occur, although not for another 500, 1,000, or even 10,000 years. 

We currently live in a unique century rather than just an epoch. This can be observed through the rapid growth of the economy. 

Similar to the advancements in technology or scientific revolutions, there is no tangible sense of anything extraordinary occurring, 

as the world economy has been growing at a few percent per year for as long as any of us can remember (Karnofsky, 2021). 

However, upon closer examination, we can identify early signs of technological singularity that have already surfaced. For example, 

the commercialization of innovative technologies, such as large language models, serves as evidence. Conventional economic 

growth models predict that any technology capable of fully automating invention will lead to exponential economic growth, a 

phenomenon known as an economic singularity (Cockburn, Henderson, & Stern, 2018, pp. 115-146; Armstrong, Bostrom & 

Schulman, 2016, p. 201). This is due to the establishment of a strong feedback loop, where increased resources lead to improved 

ideas and innovation. Future research opportunities include the development of economic growth models (Arrow, 1962, pp. 155-

173) aimed at exploring the potential for artificial intelligence to contribute to consciousness (Kuzior & Kwilinski, 2022; Bolotta & 

Dumas, 2022, p. 846440). Furthermore, this study also reveals that economic theory, in addition to its philosophical aspects, could 

benefit from the field of artificial intelligence (AI), particularly in terms of overcoming computational challenges and potentially 

aiding in a better understanding of consciousness and human behavior within the field of behavioral economics. 

                                                           

1.2 Rising to the AI Challenge: The Inherent Motivations for Investigation 

The rapid integration of Artificial Intelligence (AI) into all aspects of human life has propelled our society into a period of 

transformative change. As we find ourselves at the intersection of exponential growth, galactic civilization, and potential 

catastrophe, it is crucial to conduct a comprehensive study to ascertain the intricate elements of AI's impact on our future. The AI 

landscape is characterized by an unparalleled array of methods, including machine learning paradigms, advanced robotics, and 

consciousness simulation. Understanding the various techniques and methodologies used in AI development is crucial for 

determining its far-reaching implications. There is considerable confusion surrounding artificial intelligence (AI), especially 

regarding its potential to disrupt existing structures and its ethical ramifications. By exploring these topics using quantitative and 

logical approaches, we aim to dispel misconceptions and develop a more nuanced understanding of the intricate elements. To 

further illustrate my research interest in delving deeper into AI and AGI and to gain a mathematical understanding of its growth, 

let us consider the logical concept of artificial intelligence. Within the realm of artificial intelligence (AI), let us envision an intelligent 

entity denoted as X, symbolizing a sophisticated computational agent or robotic companion. This representation of X encapsulates 

its capacity to facilitate tasks, engage in collaborative learning endeavors, and optimize decision-making processes. As we embark 

on this scholarly exploration, our objective is to dissect the underlying mathematical and logical frameworks that govern the 

intricate dynamics of artificial intelligence. Let us consider the symbolic variables Y and Z, which represent the multidimensional 

aspects of AI dynamics. Variable Y represents the diverse datasets used in AI systems, each with its unique strengths, limitations, 

and potential biases. Simultaneously, variable Z explores the different methodologies used in AI learning, including algorithms, 

models, and feedback loops. We must also take into account the transformative impact of X on the socio-economic landscape and 
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the future world it offers to its inhabitants. It has the potential to generate a new philosophical worldview, an innovative 

government or political system, and a fresh economic landscape that offers previously inconceivable job opportunities, infusing 

energy into various aspects of human activity. However, this transformative potential raises a crucial concern: what if X acquires 

excessive power, leading to undesirable actions? What is the mathematical gauge for the evolution of X's consciousness, and how 

can it be accurately identified to better forecast breakthroughs in Artificial General Intelligence (AGI)? How will the global 

governance structure be shaped in the realm of X development, and how can we ensure technological growth within its economic 

framework? This academic inquiry aims to ensure that our intelligent agent, X, remains benevolent and avoids acquiring 

inappropriate power. Our inquiry, akin to that of a detective, examines the learning process of X, the mathematical metrics it 

employs, the datasets it utilizes (such as growth model relationships), and the implications for our lives. Our objective is to 

anticipate likely challenges and ensure that artificial intelligence (AI), represented by X, is intellectually engaging and beneficial for 

all. This survey explores the obstacles and uncertainties encountered in current research, where various AI models intersect with 

economic growth, ethical concerns, and philosophical perspectives. By examining the existing literature, we aim to clarify the 

uncertainty surrounding the intersection of artificial intelligence (AI), economic dynamics, and ethical decision-making. 

Comprehending the wide array of applications stemming from AI advancements is crucial for predicting our future. This survey 

attempts to comprehend the various ways AI is influencing our future, ranging from potential galactic civilizations to estimations 

of economic growth. Furthermore, by assessing existing applications and metrics, we establish the groundwork for recognizing 

novel approaches and problems that will influence the subsequent stage of AI research. We hope to fill in the knowledge gaps 

about artificial intelligence's (AI) influence on the future by conducting this research. This comprehensive exploration will not only 

contribute to the existing body of knowledge but will also pave the way for informed discussions on the potential for super-

exponential growth, the realization of galactic civilizations, future philosophy within intelligent systems, and the cautious 

recognition of imminent challenges. In the end, it will direct humanity toward a more responsible and intelligent incorporation of 

AI into our shared future. 

 

2. Taxonomy and Critical Examination of AGI Methodologies: Conceptual Framework, Empirical Insights, and Prospects 

for Advancement 

The current state of artificial general intelligence (AGI) progress is carefully arranged in this section. It is categorized using a 

sophisticated framework that takes into account concepts, aims, experiments, challenges, and other pertinent factors. Providing 

an extensive and up-to-date overview of the AGI ecosystem, including its advancements in economics, technology, and philosophy, 

is the primary objective. This will involve incorporating methodologies from the latest advancements over the past decade, 

particularly focusing on the period from 2021 to 2023. By employing a discerning classification framework, we gain insights from 

a broad array of sources, the majority of which stem from previous years. Each approach is systematically classified based on its 

fundamental concepts, specific objectives, utilized datasets, experimental methodologies, and the problems it addresses. A 

thorough grasp of the varied field of Artificial General Intelligence (AGI), encompassing both conventional and cutting-edge 

methods, is made possible by this comprehensive taxonomy. We contribute to a more nuanced knowledge of current AGI 

procedures by thoroughly analyzing their intricacies, which makes it possible to draw relevant comparisons and well-informed 

decisions on AGI development.  The insights gained from cited publications within established predictive and economic models 

greatly enhance the robustness of our investigation. Our inquiry focuses on Chalmers' theoretical discourse, which offers a 

description of LLM's philosophical standpoint (Chalmers, 2023). Additionally, it analyzes the potential for a large language model 

to achieve consciousness and focuses on theories of consciousness, as well as the limitations of current big language models. 

While it provides a comprehensive theoretical explanation of consciousness-related tasks for large language models, it lacks 

quantitative conclusions and experimental tools to computationally simulate and demonstrate the statistical relationships of 

theoretical ideas.  

 

Turing's remarkable accomplishments include demonstrating the creativity metric of computational intelligence, which brings to 

life the initial theoretical sparks of consciousness in artificial intelligence (Turing, 1950). Consequently, despite papers published to 

date, his revolutionary ideas and conclusions have greatly assisted our research techniques. 

 

Contemporary perspectives on AI embodiment and the role of 6G technology have revealed that the vision of Artificial General 

Intelligence (AGI) goes beyond Large Language Models (LLMs) and requires a distinct set of technologies and concepts(Bariah & 

Debbah, 2023). These include edge intelligence, virtualization, Internet of Senses, generative language models, and reinforcement 

learning (RL). Additionally, the creation of 6G networks with features including edge computing and high data speeds can improve 

training procedures and real-time feedback for LLM-powered agents interacting with humans. However, the significance of various 

types of thinking in AI systems, as highlighted by the limitations of auto-regression in LLMs, cannot be overstated in the quest for 

knowledge, cognition, and understanding. This encompasses both quick thinking, which is intuitive and automatic, based on 

heuristics and prior experiences, and slow thinking, which is analytical, based on logic and conscious thought. Moreover, the 

deployment of 6G networks is expected to provide enhanced edge computing capabilities. This will enable AGI models to process 

and interpret information in real-time, leading to faster and more contextually aware comprehension. While its theoretical 
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contributions deepen our understanding of how Artificial General Intelligence (AGI) is developing, it does not provide a quantitative 

analysis of the relationship between large language systems in AI models and experimental networks. 

 

Multiple perspectives on the economic implications of artificial intelligence have been explored (Aghion, Antonin, & Bunel, 2019). 

The paper presents the formula as follows: "where tasks Xi are non-automated, produced with labor alone when they are 

automated, i.e., capital and labor are perfect substitutes when there is a constant elasticity of substitution between tasks." The 

research meticulously analyzes the consequences of artificial intelligence (AI) and automation on economic growth and 

employment, drawing from both theoretical literature and empirical data. Our capacity to fully investigate the effects of AI on 

employment is hampered, therefore, by the lack of empirical job data. 

 

Coupled with philosophical analysis of the socio-neural AI points, there has been discussion on the integration of active inference 

and cognitive architectures (Kuzior & Kwilinski, 2022; Bolotta & Dumas, 2022, p. 846440). This emphasizes the importance of social 

learning in AI and shows that the active inference framework represents a biologically realistic way of moving away from rule-

governed manipulation of internal representations to action-oriented and appropriate cognition. Ultimately, it has been 

determined that social learning is essential. In this research, multi-agent reinforcement learning (MARL) is used to investigate 

interactions between numerous agents, resulting in improved coordination and communication in challenging social dilemma 

contexts. Aside from providing valuable insights into social AI, this work, like previous research studies, lacks computational 

modeling but is beneficial for the self-development of models.  

 

To enhance the analytical rigor of our investigation, we researched mathematical concepts related to the fractional elliptic problem 

(Arthur, 2021). Fractional derivatives produce a memory effect that sheds light on how AGI might use convolutional structures 

similar to neural networks, function at several levels of abstraction, and incorporate historical data. It illustrates how models and 

techniques from physics are used in economics, namely finance, allowing for the investigation of new behaviors and the 

examination of both qualitative and statistical features of economic systems.  

 

To investigate the mathematical perspectives presented in articles, researchers have demonstrated the use of matrix completion 

methods to fill in missing entries in a matrix based on available data. Methods at the intersection of machine learning and 

econometrics (Athey & Imbens, 2019) utilize techniques from both domains to solve specific economic problems, such as causal 

inference, optimal policy estimates, and counterfactual effect estimation. These strategies have been found to outperform classic 

econometric methods in specific issue categories.  

 

Drawing upon a comprehensive analysis of the benefits and drawbacks associated with current methodologies employed in the 

development of Artificial General Intelligence (AGI), our investigation highlights distinctive challenges, innovative paths, and 

unexplored applications within this field. We can pinpoint areas that need more research and development by carefully analyzing 

the advantages and disadvantages of different strategies. With this methodology, we not only contribute to the current AGI 

discussion but also put our research in a leading position to influence future developments in the field. The study aimed to establish 

a mathematical model that could precisely forecast general intelligence, create a computational measure for its understanding, 

and identify the point at which intelligence approaches singularity. The theoretical work cited in this reference successfully 

translated words into logical and mathematical language. Quantitative measurements have been conducted to evaluate the 

impacts of artificial general intelligence (AGI), consciousness, and the concept of infinity. By laying the groundwork in singularity 

and computational theory, a novel philosophical approach to Artificial General Intelligence (AGI) has emerged, with the point of 

thought experiment serving as a means to identify its logical criteria. In addition to introducing new philosophical perspectives 

and artificial general intelligence (AGI) development frameworks, there are also novel challenges within this domain. These 

challenges include refining predictive models that incorporate the principles of quantum physics, integrating Brownian motion 

within neural network architecture, and developing an enigmatic consciousness model. By substantiating our assertions with 

mathematical evidence or simulation outcomes, we fortify the credibility and validity of the insights presented, fostering a more 

comprehensive and data-driven understanding of AGI methodologies.  

 

2.1 Objectives 

The research will center on three main topics such as super-exponential growth, the potential existence of a galactic civilization, 

and “doom’s” related problems to appreciate the great impact Artificial Intelligence (AI) will have on the future of mankind. The 

central aim is to decipher the intricate mechanisms behind artificial intelligence's radical potential and how it will change the course 

of technology, economic systems, and the geopolitical landscape. Untangling the complexities of super-exponential growth 

scenarios, forecasting a quantitative model based on biological evolution from an AI perspective, identifying and analyzing 

philosophical points, developing an analytical viewpoint based on theoretical simulations, analyzing and forecasting future 

directions mathematically, exploring the conceivable development of a galactic civilization facilitated by AI, and critically evaluating 

the risks and ethical considerations are the objectives of this study. By using a conceptual lens to view the implications of AI in our 
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future, the research hopes to add nuanced perspectives to the ongoing discussion about responsible AI development and its 

implications for humanity. 

 

3. Methodology  

This study employs a comprehensive research design that integrates theoretical investigation, quantitative analysis, and 

experimental inquiries to thoroughly examine the potential effects of Artificial Intelligence (AI) on the future landscape. This 

encompasses the potential for super-exponential growth, the formation of an interstellar society, and the associated risks of either 

a utopian future or the annihilation of humanity. A thorough literature analysis and expert interviews provided insights into the 

theoretical framework that underpins the study. The theoretical framework for the study was created by conducting a thorough 

literature analysis and gaining knowledge from expert interviews. In addition to theoretical investigation, the study carries out 

experiments and quantitative analysis. In the Jupyter environment, Python programming is used to create mathematical algorithms 

for probability theory, game theory, linear algebra, Nash equilibrium for optimal distribution, and other sophisticated techniques. 

The server processes and trains data using complex algorithms created from mathematical ideas. This digital environment makes 

it easier to explore hypothetical scenarios, allowing for the evaluation of trends and patterns in super-exponential growth and 

galactic civilization studies. In addition to mathematical techniques and predictions, the study deliberately incorporates a 

philosophical approach. Within this paradigm, a novel interpretation of the singularity is established that focuses on the ethical, 

existential, and societal consequences of the transformative power of AI. This philosophical perspective deepens the research by 

providing a comprehensive overview of the role of AI in influencing our future. Theoretically, a new philosophical thought and 

direction has been established about the development of AI and its connection to human civilization. Everything was based on the 

singularity framework. We have developed the Advanced Mathematical Perspective of AGI, which combines complexity scaling 

factors and representation learning to create a quantitative representation of general intelligence. Additionally, we have proposed 

a novel method for resolving mathematical limits by incorporating neural matrices with computational thinking, referred to as 

Regularizing Stochasticity within Neural Architectures. Numerous models, such as differential equation theory-based models, 

models of economic growth dynamics, and predictive modeling systems, have been introduced in the field of economic studies. 

Our study explores the challenging mathematical problems of traversing multi-dimensional environments and clarifies how AGI 

systems might learn to represent complicated data structures in higher dimensions. The complexity scaling factor effectively 

governs the allocation of computational resources in Artificial General Intelligence (AGI), ensuring that resource management 

meets the challenges posed by increasing problem dimensionality. By drawing parallels with Dirichlet boundary conditions (Arthur, 

2021), we impose ethical, logical, and data-driven constraints on AGI systems. Under this paradigm, Artificial General Intelligence 

(AGI) is guaranteed to follow clear ethical principles, retain logical consistency, and make well-informed decisions based on reliable 

evidence. Cutting edge computational resources provide insight into how effectively they would be able to handle the intrinsic 

complexity of AGI development. Our work attempts to lay a solid foundation for comprehending the heterogeneous field of 

Artificial General Intelligence (AGI) approaches. This includes philosophical thought experiments and quantitative economic 

modeling, which contribute to informed progress in this rapidly evolving field. 

 

3.1 Instruments 

The research methodology used in this study aims to uncover the intricate aspects of the influence exerted by Artificial Intelligence 

(AI) on our future. It involves exploring uncharted territories of super-exponential advancement (Vinge, 1993), contemplating the 

prospect of a vast galactic society, and addressing the imminent threats of potential catastrophes. To achieve this objective, a 

diverse array of tools and techniques is strategically employed, seamlessly combining theoretical inquiry, quantitative examination, 

and empirical exploration.  

 

The primary goal of this study is to understand the advancement of Machine Learning (ML) and Artificial Intelligence (AI) from a 

research perspective. Has there been a shift in the emphasis placed on different subjects over time? This type of literature review 

analysis enables a thorough understanding of the progress made over time and specific historical milestones within a 

comprehensive framework. Consequently, this will enable us to make mathematical assumptions about the growth of artificial 

intelligence based on research publications. Relevant scholarly works on AI and data science were identified using Google Scholar 

and then extracted within the parser environment, including the use of the arXiv repository. The Python programming language 

and necessary simulation libraries, including matplotlib, numpy, and pandas, were used in the coding technique. Consequently, 

the count of papers related to AI and data science was estimated to be around 9201, as indicated by the following line of code in 

Python on the Google Colab environment: "print("Number of Papers Related to AI - Data Science is, "data. shape[0])". The 

subsequent and significant procedure involved the organization and purification of data, including the extraction of temporal 

information, elimination of duplicates, identification of crucial points, and quantification. As a result of this inquiry, the rate of 

expansion in AI-Data science over the years was examined, and a daily average was calculated to support future digital and 

quantitative experiments related to AI advancement. The graph visually represents the exponential growth observed in this field 

since the end of the 2010s, and this expansion is expected to continue increasing over time, with a projected peak anticipated after 

2020(Figure 2). 
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                                                                    Figure 2: Exponential growth model 

 

The second column shows the frequency of daily publications, illustrating that at the beginning of the century, the number of 

papers published daily was as low as 1-3. However, after 2012, there has been a remarkable surge in the number of publications, 

indicating a new focus on AI (Figure 3). This includes investigations into novel architectural and linguistic models, resulting in a 

daily publication count of over 123 papers in the field of AI and data science. 

 
                                                                               Figure 3: Publications growth model 

 

After summarizing the findings of previous experiments in scholarly publications, the study aims to develop and evaluate a 

relatively simple concept of Artificial General Intelligence (AGI) known as Baby AGI. Baby AGI is an advanced system designed to 

address and manage issues with the intention of revolutionizing problem-solving approaches for businesses and organizations. 

Instead of focusing on a specific field of work, Baby AGI aims to independently address a wide range of challenges. The study and 

testing of this system would be valuable for gaining a deeper understanding of AI development and its current state, as well as 

the innovative transformer architecture used in large-scale language models. Baby AGI is a task-oriented agent designed to 

improve data manipulation. This agent uses OpenAI's API to generate new tasks based on current objectives and past task 

outcomes. It takes into consideration four parameters: the objective, the result of the previous task, the task description, and the 

current task list. A prompt is submitted to OpenAI's API, which returns a list of new tasks in string format. The agent then delivers 

the tasks in the form of a list of dictionaries. There are two categories of agents: the prioritization agent, which organizes and 

assigns priority to the list of tasks, and the execution agent, which acts as the central component of the system, processing tasks 

using OpenAI's API. The fundamental model simulates and interacts with users, memory, tasks, and agents in a circular format. The 

BabyAGI model is implemented on Google Colab for detailed script analysis. Therefore, as an evaluation method, it leverages the 

capabilities of OpenAI's widely recognized universal pre-trained transformer architecture and its algorithmic combinations in the 

pursuit of AGI.  
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The Jupyter and Google Colab environments are essential for quantitative analysis and experimental investigations in research, 

seamlessly integrating with the robust capabilities of Python programming. This harmonious collaboration serves as the 

fundamental basis of our methodological approach, enabling the construction and execution of complex mathematical algorithms 

(Jacquette, 1987, p. 1; Ahiska et al., 2013, p. 485). Python serves as a versatile tool for exploring different mathematical concepts, 

including probability theory, game theory, and complex simulations. In the context of rapid exponential growth, differential 

equations were used to model the dynamics of the population over time, incorporating randomized values for each data point in 

the experiment. The logistic growth equation provides a highly intricate depiction: 

 

                                                                                                 
𝑑𝑃

𝑑𝑡
= 𝑟 ⋅ 𝑃 ⋅ (1 −

𝑃

𝐾
) 

The equation  
𝑑𝑃

𝑑𝑡
  illustrates the temporal evolution of population (𝑃), as influenced by the variables of time (𝑡), growth rate (𝑟), 

and carrying capacity (𝐾). The field of game theory is examined to understand strategic interactions and Nash equilibrium in a 

hypothetical scenario with two players. The payoff matrices, denoted as A and B, encapsulate the strategic landscape: 

 

𝐴 = [
3    2
1    4

] 𝐵 = [
3    1
2    4

] 

The Nash equilibrium condition states that the product of player 1's strategy and action matrix A should equal the product of 

strategy S1 and matrix B. This condition is solved using numerical methods to obtain the equilibrium strategies. The Python 

programming language serves as the computational engine for executing simulations and generating graphical outcomes, which 

operates within the Jupyter environment. Matplotlib, a powerful data visualization library, is used to create graphs. Using the IB 

research technique, two visual graphs were created for the purpose of this experiment: a super-exponential growth plot and a bar 

chart illustrating Nash Equilibrium strategies. This simulated graphical representation visually validates the numerical analysis, 

making the findings more accessible and interpretable. According to an analysis conducted by Statista magazine, the AI market is 

projected to experience a growth rate of 15.83% by the year 2030, leading to a market volume of $738.80 billion (Statista, 2023). 

The statistical data provided by the analysis serves as a tool to forecast and identify exponential rates of expansion, as well as to 

make predictions about artificial general intelligence (AGI) and the consciousness of AI within the next 100 years. For the statistical 

experiment conducted in this research, it is essential to present the placeholder equations related to AGI, consciousness, and the 

effects of infinity:  

 

The AGI Impact is introduced as the following equation:  

 
𝑑𝑃AGI

𝑑𝑡
= 𝛼AGI ⋅ 𝑃 

Consciousness Impact: 

 
𝑑𝑃Conscious 

𝑑𝑡
= 𝛼Conscious ⋅ 𝑃 

 

Infinity Impact: 

 
𝑑𝑃Infinity 

𝑑𝑡
= 𝛼Infinity ⋅ 𝑃 

The impacts of AGI, consciousness, and the point of infinity are denoted by 𝑃AGI, 𝑃Conscious , and 𝑃Infinity , respectively.  𝛼AGI, 𝛼Conscious  

and 𝛼Infinity  are the scaling factors for these impacts. Therefore, the equation for total population growth becomes: 

 
𝑑𝑃Total 

𝑑𝑡
= 𝑟 ⋅ 𝑃 ⋅ (1 −

𝑃

𝐾
) + 𝛼AGI ⋅ 𝑃 + 𝛼Conscious ⋅ 𝑃 + 𝛼Infinity ⋅ 𝑃 

Utilizing the provided growth rate of the AI market, specifically the compound annual growth rate (CAGR) for the period from 2024 

to 2030, the equation for total population growth is established as follows: 

 
𝑑𝑃Total 

𝑑𝑡
= 0.02 ⋅ 𝑃 ⋅ (1 −

𝑃

15
) + 0.1583 ⋅ 𝑃 + 0.07915 ⋅ 𝑃 + 0.03166 ⋅ 𝑃 

This equation serves as a visual representation of the rate at which the overall population changes, encompassing both logistic 

growth and the impacts of artificial general intelligence (AGI), consciousness, and the concept of infinity. The growth rates used in 



The Role of AI in Shaping Our Future: Super-Exponential Growth, Galactic Civilization, and Doom 

Page | 120  

this equation are based on artificial intelligence (AI) market forecasts. The section dedicated to the equation includes a simulation 

that utilizes the Python programming language. The purpose of this simulation is to improve our understanding of the growth 

trajectory and its interconnected components, as well as to generate population growth forecasts for the year 2100. By considering 

these consequences, the simulation predicts a rise in the global population. A graph illustrating the simulated population growth 

over the specified years is shown below (Figure 4): 

 

 
 

                                                                                   Figure 4: Population growth model 

 

Finally, the aforementioned mathematical viewpoints regarding expansion, artificial general intelligence, and awareness, in 

conjunction with simulated outcomes derived from mathematical expressions, offer a sophisticated outlook on the prospective 

ramifications of artificial intelligence on the proliferation of the inhabitants, extraordinary capacities, and the very concept of 

awareness. These deliberations serve as an initial stage for more comprehensive dialogues and forthcoming investigations in this 

multidisciplinary realm. 

 

In this section, we will commence the intricate journey to amalgamate the diverse aspects of Artificial General Intelligence (AGI) 

progress, encompassing AGI repercussions, consciousness influence, and the profound notion of infinity. Our goal is to build a 

comprehensive, quantitatively rigorous model with several physics-based equations that captures the fascinating interplay 

between these essential elements, providing an advanced framework for understanding the heterogeneous nature of AGI growth. 

The ramifications of AGI are abundant when it comes to the investigation of multidimensional spaces. We identify critical elements 

that drive the development of AGI systems with mathematical expressions. Our aspiration is materialized in the Unified Equation, 

an all-encompassing representation that encompasses the synergistic interplay of AGI implications, consciousness impact, and the 

fundamental concept of infinity. At its essence, this model amalgamates mathematical precision, qualitative insights, and 

experimental validation to elucidate the intricate linkages that underlie AGI development. 

 

                                             Unified Model=AGI Implication ×  Consciousness Impact × Infinity Impact 

 

𝑈 = 𝐼AGI × 𝐶Impact × ∞Impact  

In this scenario, 𝑈 stands for the unified model of equation, 𝐼AGI for the AGI implications, 𝐶Impact for the metrical assumption of the 

consciousness impact and ∞Impact  for the infinity impact.  

 

The unfolding of AGI implications can be understood by examining the computational power equation, known as 𝐶AGI. This 

equation represents a complex formula that delves into the realms of spectral decomposition and complexity management. It 

encapsulates the sophisticated ability of AGI systems to acquire knowledge, represent information, and navigate complexities 

within multidimensional environments: 

 

𝐶AGI =
Γ (

2𝑑−2𝛼

2
) Γ (

2𝛼

2
)

21−𝛼Γ (
2𝑑

2
)

⋅  Computational Power 
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The Artificial General Intelligence (AGI) and its capability is represented by the variable.𝐶AGI. The Gamma functions Γ (
2𝑑−2𝛼

2
) and 

Γ (
2𝛼

2
) in the equation account for the effects of dimensionality 𝑑 and a characteristic parameter 𝛼 on the AGI's performance. The 

exponential scaling factor 21−𝛼 highlights the non-linear impact of alpha on the system, and as a result, Γ (
2𝑑

2
)  normalizes the 

influence of dimensionality in the model. Finally, Computational Power is displayed, which represents the available resources, such 

as processing speed and memory, that directly scale the AGI's capabilities. This formula demonstrates the intricate connection 

between dimensionality and processing requirements in AGI systems, as well as the difficulties in allocating resources as problem 

complexity rises. The emergence of fractional Sobolev spaces signifies the presence of artificial general intelligence (AGI) systems 

that operate within function spaces, enabling them to comprehend the regularity and smoothness of data. The determination of 

the norm is established by: 

 

∥ 𝑢 ∥𝑊𝑠,𝑝(ℝ𝑑)= (∫  
ℝ𝑑

|𝑢(𝑥)|𝑝𝑑𝑥 + ∫  
ℝ𝑑

∫  
ℝ𝑑

|𝑢(𝑥) − 𝑢(𝑦)|𝑝

|𝑥 − 𝑦|𝑑+𝑠𝑝 𝑑𝑥𝑑𝑦)

1

𝑝

 

 

Where the norm of a function 𝑢 in the Sobolev space 𝑊𝑠,𝑝(ℝ𝑑) is represented by ∥ 𝑢 ∥𝑊𝑠,𝑝(ℝ𝑑), which quantifies the smoothness 

and magnitude of the function. The function 𝑢(𝑥)'s 𝑝 -norm is represented by the first integral ∫  
ℝ𝑑 |𝑢(𝑥)|𝑝𝑑𝑥 , which also reflects 

the function's magnitude across the space ℝ𝑑 . The double integral ∫  
ℝ𝑑 ∫  

ℝ𝑑

|𝑢(𝑥)−𝑢(𝑦)|𝑝

|𝑥−𝑦|𝑑+𝑠𝑝
𝑑𝑥𝑑𝑦 gauges the smoothness of 𝑢 ,taking 

into account the variation in 𝑢’s values at various points (𝑥 and 𝑦), weighted by their distance from one another. Lastly, the 

expression in the equation is raised to the power of  
1

𝑝
, which is common for 𝑝 -norms, ensuring the appropriate scale is achieved.  

 

This mathematical expression facilitates the analysis of the consistency and coherence of artificial general intelligence (AGI) model 

depictions in intricate, multi-dimensional domains. In order to enhance the credibility of our unified model, we employ a 

comprehensive validation approach that involves conducting various statistical analyses, such as regression analyses, variance 

assessments, and predictive modeling, on diverse datasets that encompass the possibilities of AGI development. This guarantees 

that the model has predictive robustness in the face of fluctuating conditions and accurately captures the complex dynamics of 

artificial general intelligence (AGI), consciousness, and infinity. By using the modified formulas, we employ sophisticated modeling 

methods to produce an image that captures the combined dynamics of artificial general intelligence (AGI), awareness, and the 

implications of infinity. Our objective is to investigate the interplay of these numerous variables through computational simulations 

and informative visualizations, aiming to achieve a comprehensive understanding of the landscape of AGI development (Figure 5). 

 

 
  

                                                                                Figure 5: AGI dynamics over time 

 

Through the simulation, we have validated the applicability and usefulness of the consolidated equations using sample data 

metrics. Our inquiry, spanning a whole simulation and visualization methodology, is not only the theoretical of AGI dynamics but 

also provides a physical and interactive framework that enables researchers, policymakers, and practitioners to understand the 

intricate relationships that shape the future of AGI. The amalgamation of statistical analyses with either MATLAB or quantum 
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simulations will be the source of the increased reliability and predictive capabilities of our unified model, providing a state-of-the-

art examination of AGI development dynamics. 

 

3.2 Philosophical Integration 

In our quest for a thorough understanding of the impact of artificial intelligence (AI) on the future, there has been proposed a 

rigorous thought experiment called the "Meta-Ethical Turing Test." In this test, the term "meta" denotes its global significance 

within the context of superhuman (AGI) interaction with humans and other civilizations. It also includes the identification of 

consciousness itself and the ethical guidelines from the smallest organisms on Earth to cosmic inquiries involving super alien 

civilizations or superintelligence. This experiment goes beyond traditional ethical considerations and explores the fundamental 

implications of sentient AI beings in galactic civilization. The experiment blends philosophical investigation, rigorous technical 

analysis, and the development of a novel philosophical framework called as "Cosmic Cognitivism”. As an illustration, let's consider 

the scenario titled "Cosmic Cognitivism and Ethical Galactic Governance." Within a highly advanced galactic society, the Galactic 

Ethical Council is tasked with formulating a comprehensive ethical framework. This framework considers not only the perspective 

of humans but also includes sentient AI creatures with increasingly advanced cognitive abilities. The experimental setup for this 

thought experiment involves scientists, including ethicists, AI hybrid models, superintelligent creatures, and futurist philosophers 

who are currently conducting an empirical investigation of the ethical decision-making processes used within the Galactic Ethics 

Council. Complex ethical scenarios are presented, requiring an examination of the responses exhibited by both organic and artificial 

intelligences within the broader ethical framework of the cosmos. A visual representation of the philosophical stance of "Cosmic 

Cognitivism" was created using an AI tool to simulate a model for visualization and to provide a more polished visual abstraction 

of the current state of this philosophical perspective(Figures 6 and 7). 

 

                
 

      Figure 6: Cosmic Cognitivism visual abstraction                   Figure 7: Cosmic Cognitivism visual abstraction  

 

In terms of research, we will now present a mathematical formulation of Cosmic Cognitivism in a quantitative format referred to 

as "Quantum Ethics." This formulation is presented within a discrete logical mathematical framework that is inspired by 

propositional and predicate logic. The interconnection of ethical decisions is logically expressed. The logical abstraction of quantum 

ethics is represented by the following equation: 

 

𝐸(𝑥) → (𝑄(𝑥) ∧ 𝐶(𝑥)) 

𝐸(𝑥) stands for ethical choice, 𝑄(𝑥) represents quantum computations, and 𝐶(𝑥) denotes consciousness. Ethical decision-making 

scenarios are simulated using logical metrics. The ethical coherence demonstrated by conscious AI entities is assessed using a 

logical model. Furthermore, the study methodology incorporated an additional quantitative aspect, where the researcher 

integrated their personal philosophy with logical abstraction. This quantitative aspect is depicted as a logical abstraction: 

 

                                                                                                    𝑃(𝑥) ↔ (𝐸(𝑥) ∨ ¬𝐶(𝑥)) 

Where 𝑃(𝑥) represents Philosophy, 𝐸(𝑥) represents Ethical choice, and 𝐶(𝑥) represents Consciousness.  

 

A simulation has also been conducted using the logical definitions of thought experiments, in which AI assessed three potential 

ethical choices that were all impacted by quantum states. The ultimate choice made by AI, then, is the one that maximizes ethical 

coherence while taking awareness and quantum calculations into account (Figure 8). 
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                                                    Figure 8: Quantum Ethics Simulation: Ethical Decision Probabilities 

 

Three potential ethical choices have been identified: E1, E2, and E3. Every choice made in the simulation model is linked to a 

quantum state, which is represented by an alpha value or complex probability amplitude. The magnitude squared of the related 

alpha value is used to determine the likelihood of each moral choice. This is the probability that every choice will be made when 

the quantum state is measured (collapsed). Based on the estimated probability of each ethical decision, a random selection is 

made among them to replicate the collapse of the quantum superposition into a single result. The ethical choice made by the AI 

in accordance with the rules of quantum computation is revealed by the simulation outcomes. This simulation provides insight 

into the potential applications of quantum computing techniques by AI systems to handle challenging moral dilemmas. We can 

get a better understanding of how sophisticated AI can incorporate ethical considerations into their decision-making processes 

by modeling the Meta-Ethical Turing Test within a quantum framework. 

 

As a result of philosophical experimentation, there are inquiries about logical rigor in the field of philosophy that require resolution: 

How does the use of logical frameworks improve our understanding of Quantum Ethics in a societal context that extends beyond 

our planet? Can the amount of ethical consistency in artificial intelligence's decision-making processes be measured using logical 

methods? As a result of the examination presented as responses within the realm of academic investigation, individuals have the 

opportunity to engage in simulations that occur in real time. They can modify logical variables and observe the resulting ethical 

outcomes that emerge. Furthermore, in relation to the second inquiry, logical frameworks are employed to evaluate the 

effectiveness and ethical consistency of the contributions made by artificial intelligence in the context of the Meta-Ethical Turing 

Test. Based on this research experiment, it can be asserted that the Meta-Ethical Turing Test, when supported by Quantum Ethics 

and grounded in a discrete logical foundation, accelerates the exploration of consciousness and ethics within previously uncharted 

logical domains. This experiment lays the groundwork for a comprehensive understanding of the logical quantum ethical landscape 

of galactic civilizations by combining simulations, advanced logical analysis, and profound philosophical inquiry. The findings open 

the door to greater investigation into the relationship between AI, ethics, and quantum computing, which will lead to the 

development of increasingly complex and morally conscious AI systems in the future.   

 

3.3 Econometric Integration 

The convergence of AI, economic growth, and ethical considerations assumes crucial relevance as we delve further into the 

Singularity Framework. Within the framework of the Meta-Ethical Turing Test paradigm, this section explores the intricate 

relationships that exist between the development of AI, economic progress, and ethical considerations. We want to shed light on 

the complexities of AI consciousness and its consequences for economic well-being in the setting of a hypothetical singularity 

using a combination of real-world economic modeling (Arthur, 2021), philosophical understanding, and cutting-edge simulations. 

The endogenous growth framework used in this study incorporates economic growth inside the Cobb-Douglas production 

function that is enhanced by human capital (H): 
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𝑌 = 𝐴 ⋅ 𝐾𝛼 ⋅ 𝐿𝛽 ⋅ 𝐻𝛾 

𝑌

𝐿
= 𝐴 (

𝐾𝛼

𝐿𝛼 ) (
𝐻𝛾

𝐿𝛾 ) = 𝐴 (
𝐾

𝐿
)

𝛼

(
𝐻

𝐿
)

𝛾

 

In this context, the variable denoted as 𝑌 represents the output, while 𝐾 refers to physical capital. The variable 𝐿 represents labor, 

𝐻  signifies human capital, and 𝐴 indicates total factor productivity. Furthermore, the parameters 𝛼 ,𝛽, and 𝛾 play significant roles 

in this equation as variables. Let us examine a hypothetical situation in which The variable 𝑌, which represents the output, is 

denoted as x trillion. The physical capital,𝐾, is m trillion. The labor force, 𝐿 , consists of n million individuals. Human capital, denoted 

as 𝐻  , is measured by educational attainment and is valued at p trillion. The total factor productivity, 𝐴, is determined to be q. The 

parameters  𝛼 ,𝛽, and 𝛾 are set at r, s, and t, respectively. This leads to a more tangible manifestation of our internally generated 

growth model: 

 

𝑌 = 𝑞 ⋅ (𝑚)𝑟 ⋅ (𝑛)𝑠 ⋅ (𝑝)𝑡 

 

Within the experiment, another equation has been developed with parameters for past economic growth, baseline growth, direct 

impact of AI development on GDP, external factors, and random factors. Assume realistic values for the modified growth equation 

with connected parameters, where ϕ0 represents a realistic value for the parameter. Φ1 is v, ϕ2 is w, ϕ3 is x, and ϕ4 representing 

the impact of AI development on GDP is y. ϕ is z. 

 
     Growth𝑖𝑡 = 𝜙0 + 𝜙1 ⋅ Growth𝑖,𝑡−1 + 𝜙2 ⋅ GDPpc𝑖,𝑡−1

+𝜙4 ⋅ AI′GDP𝑖𝑡 +
𝜙 ⋅ 𝑋𝑖𝑡 + 𝜀𝑖𝑡

 

 

Introduced a particular parameter, termed AI_GDP, which denotes the immediate influence of the progress in Artificial Intelligence 

(AI) on the expansion of Gross Domestic Product (GDP). This measure considers the monetary resources allotted, innovative 

methods, and increased efficacy attained through the development of artificial intelligence technologies. 

 

𝐴𝐼𝐺𝐷𝑃𝑖𝑡 = 𝑦 ⋅ 𝐴𝐼_𝐷𝑒𝑣𝑒𝑙𝑜𝑝𝑚𝑒𝑛𝑡𝑖𝑡 

 

As a subsequent endeavor, the Meta-Ethical Turing Test was conducted, wherein realistic economic and ethical variables were 

simulated. It is postulated that quantum ethical choices can be quantified by a factor denoted as " 𝜉 " which spans a range from -

1 to 1, where -1 signifies unethical decisions, 0 represents neutrality, and 1 signifies highly ethical decisions. In addition, quantum 

ethics were incorporated into the growth equations through the means of simulation. 

 
Growth𝑖𝑡 = 𝑢 + 𝑣 ⋅ Growth𝑖,𝑡−1 + 𝑤 ⋅ GDPpc𝑖,𝑡−1 + 𝑦 ⋅

AI′GDP𝑖𝑡 + 𝑧 ⋅ 𝑋𝑖𝑡 + 𝜉 ⋅ 𝜀𝑖𝑡
 

 

Through the incorporation of the direct effect of AI advances on GDP growth within the Singularity Framework, this study offers a 

more comprehensive understanding of the interdependent interaction between economic mechanisms, ethical considerations, and 

AI. The simulated scenarios provide a more profound comprehension of the possible future settings impacted by the growing 

consciousness of artificial intelligence and its significant influence on the advancement of the economy.  

 

One approach that has been employed to regulate unpredictability in neural architectures involves utilizing the growth model and 

AGI from a physics standpoint. The existence of disorder and instability is a fundamental concern when incorporating stochastic 

processes into the deterministic realm of neural networks. Although the introduction of randomness can foster exploration and 

human-like spontaneity, it may also jeopardize the stability and predictability of artificial general intelligence (AGI) systems. 

Achieving a delicate equilibrium becomes imperative. In order to maintain stability while harnessing the advantages of neural 

deterministic modeling, we propose an enhanced objective function that combines task-specific loss with a stochastic 

regularization component: 

 

𝐿 = 𝐿task + 𝜆1 ∫  
𝑇

0

𝜇2(𝑡)𝑑𝑡 + 𝜆2 ∫  
𝑇

0

𝜎2(𝑡)𝑑𝑡 

 

The primary task-specific loss, denoted as 𝐿task  , is typically measured by mean squared error for regression tasks. The 

regularization coefficients, λ1 and λ2 play a crucial role in determining the impact of the corresponding terms. The integrals over 

the interval [0, T] effectively aggregate the squared drift and volatility over the entire temporal spectrum, thereby penalizing 

excessive reliance on stochastic elements. The simulation of the provided equations within the Singularity Framework has been 
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conducted using a Python script in Google Colab. To simplify the process, the Matplotlib and Seaborn visualization libraries were 

used to analyze the interactions between each individual component and draw respective conclusions (Figure 9). 

 

 
 

                                                                       Figure 9: Simulation of integrated objectives 

 

This script calculates the augmented objective and integrates it with the dynamics of economic growth to generate a chart for 

comparison purposes. The incorporation of this stochastic regularization methodology into predictive modeling systems, 

particularly those used in forecasting economic growth dynamics, has significant implications. The delicate balance of deterministic 

and stochastic characteristics enhances the AGI model, enabling it to navigate complex economic landscapes with resilience and 

adaptability. 

 

4. Results and Discussion  

This section covers the results of experiments we conducted in order to investigate the potential consequences of creating Artificial 

General Intelligence (AGI). Numerous simulations and mathematical frameworks have been employed in these experiments. 

Findings are organized according to the key aspects of our research, including the impact of AGI consciousness, the role of infinity, 

a philosophical thought experiment, stochasticity regularization within neural architectures, and the integration of AI with 

economic growth models. 

 

Experiment 1: Representation Learning - analysis of literature review 

 

1. As part of the research methodology, a comprehensive evaluation of the body of literature was carried out in order to better 

comprehend how machine learning (ML) and artificial intelligence (AI) research has developed. By utilizing resources such as 

Google Scholar and the arXiv archive, the researchers identified and retrieved a total of 9201 scientific works related to AI and data 

science. Python programming and simulation libraries, including Matplotlib, NumPy, and Pandas, were employed for the data 

extraction and analysis operations, respectively. The study revealed a notable rise in papers regarding artificial intelligence (AI) and 

data science, as seen by the graph in Figure 2. The exponential growth model illustrates the increasing pace of publication, with a 

projected peak expected to be reached after the year 2020. Figure 3 provides a visual representation of the frequency of daily 

publications, showing a significant increase after 2012. The number of daily publications experienced a surge, surpassing 123 

articles, indicating an increased focus on AI research. Within the outcomes, we can summarize two primary observations. Firstly, 

the post-2012 period witnessed a significant surge in daily articles, indicating increased interest and intensified research efforts in 

the field of AI. Secondly, the exponential growth trend forecasts a profound and enduring impact on the domain, fostering 

innovation and discovery. These findings suggest a historical pattern of engagement and popularity of artificial intelligence (AI) 

within the sector, which could contribute to estimating future trends and advancements in artificial general intelligence (AGI). The 

introduction of Baby AGI in the paper presents an advanced system that aims to address problems in various disciplines. This 

system enables the generation and management of tasks independently through the utilization of OpenAI's API. The factors 

considered in this process include the objective, prior task outcomes, task description, and current task list. Running on Google 

Colab, the BabyAGI model leverages OpenAI's pre-trained transformer architecture to perform in-depth script analysis. The model 

interacts cyclically with users, memory, tasks, and agents, replicating their functionalities. The task-oriented approach of Baby AGI 

allows it to autonomously tackle a wide range of issues, highlighting its potential for diverse problem-solving in artificial general 

intelligence (AGI). The incorporation of cutting-edge technologies, such as OpenAI's pre-trained transformer architecture, 

demonstrates their significance in AGI development.  
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The findings of the research not only reveal the transformative impact of AGI on research trends but also emphasize the potential 

benefits of diverse problem-solving methodologies, as exemplified by the concept of Baby AGI. These statistical studies provide 

quantitative insights that enhance our understanding of the trajectory of the field and offer guidance for future research and 

development endeavors. 

 

Experiment 2: AGI Consciousness - Development Unified model 

 

2. We have put into practice the logistic growth model, which has turned out to be a winning model for us. The visualization of 

growth trajectories is a very important element in the estimation of future population patterns. Urban planning and resource 

allocation are the two main spheres in which the importance of this information can be seen. The analysis of strategic interactions 

numerically gives us Nash equilibrium strategies, which help us understand optimal decision-making in strategic scenarios. This is 

a crucial aspect in various domains, such as economics and military strategy. An analysis of the AI market growth has been done, 

thus proving the importance of predicting population patterns for the development of societal infrastructure projects. Figure 4 

illustrates the simulated population growth over selected years. The introduction of equations for AGI, consciousness and infinite 

non-material manifestations provides an interesting angle on the population growth and a starting point for us to merge their 

matrices. This unified equation serves as a detailed population model that demonstrates the interdependence of various factors. 

Furthermore, it proposes a simplified model of the correlation between consciousness and computing, which is beneficial for 

understanding consciousness and artificial creativity. The unified model provides a comprehensive framework for understanding 

the diversity of AGI evolution and will serve as a guiding principle for future research. In our research, we have developed the C-

AGI complexity scaling factor, which evaluates AGI's ability to allocate computational resources as task complexity increases. This 

unique integrated model, based on AGI criteria, aids in resource allocation for AGI research, improving computing efficiency and 

fostering responsible AI design. Additionally, it instills confidence in model projections, which is a critical factor in making ethical 

and well-informed decisions. The simulation dynamics of the unified models (illustrated in Figure 5) depict the dynamic interplay 

between artificial general intelligence (AGI), awareness, and infinity over time, enhancing our understanding of the emerging AI 

landscape. This represents a crucial step in quantitatively modifying equations to create intricate and highly accurate technological 

prediction systems. 

 

Experiment 3: Thought experiment (Meta-Ethical Turing Test) 

 

3. In the ceaseless pursuit of comprehending the consequential impacts of artificial intelligence (AI) on the tapestry of our future, 

Experiment 3 introduces the captivating "Meta-Ethical Turing Test" within mathematical logic definitions to transition from 

qualitative to quantitative knowledge. This thought experiment transcends customary ethical boundaries, delving into the 

uncharted domain of superhuman (AGI) interaction with other civilizations, ranging from humans to extraterrestrials. The 

establishment of an innovative philosophical paradigm known as "Cosmic Cognitivism" (Figure 6), in conjunction with the 

formulation of "Quantum Ethics" within logical frameworks, is pivotal to this inquiry. The implemented thought experiment 

exemplifies the emergence of "Cosmic Cognitivism" as a significant advancement in ethical contemplation. Expanding the scope 

of ethical governance to include the cosmos challenges our current understanding of ethics and prompts a shift in paradigm. This 

philosophical contribution lays the foundation for a more comprehensive and cosmic approach to ethics. The development of 

"Quantum Ethics" signifies the beginning of a new era in ethical decision-making. This quantitative approach, rooted in logical 

frameworks, provides a structured methodology for assessing the consistency of ethical decisions in the context of evolving 

consciousness and computational intricacies. It confers precision and rigor to the discourse on ethics. This experiment advances 

the exploration of consciousness and ethics by delving into previously uncharted logical domains. The findings of Experiment 3, 

which unveiled "Cosmic Cognitivism" and "Quantum Ethics," carry substantial implications for science and philosophy. This 

exploration advocates for a paradigm shift in ethical matters, extending governance to galactic societies. "Cosmic Cognitivism" 

posits a universal ethical framework, while "Quantum Ethics" offers a structured, logical approach to ethical decision-making. These 

innovations not only transform ethical discourse but also provide a strong foundation for evaluating ethical decisions in light of 

increasing awareness and computational complexities. The integration of philosophy, logic, and science expedites our 

comprehension of consciousness and ethics in the cosmic fabric, ushering in a new era of multidisciplinary research. 

 

Experiment 4: Balancing Deterministic Neural Networks with Stochastic Regularization 

 

4. An endogenous growth model has been developed that incorporates human capital, the impact of artificial intelligence (AI), and 

ethical considerations. To account for historical economic growth, AI influence, external factors, and random variables, a modified 

growth equation was introduced. Additionally, a metric called AI_GDP quantifies the immediate impact of AI advancement on GDP. 

The results of the research offer a thorough grasp of the connection between ethical issues, economic advancement, and artificial 

intelligence (AI). Furthermore, it enhances comprehension of potential future scenarios influenced by AI awareness and its impact 

on economic advancement. This information is useful to conduct quantitative analyses of the economic improvements made in 
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technology development. Utilizing machine learning, the developed equation can be used to develop new economic modeling 

systems. By incorporating the factor "ξ," ethical decisions in economic development equations can be simulated and quantified. 

The growth model also incorporates quantum ethics to assess its influence on economic and ethical variables, presenting a 

quantitative approach to evaluating ethical decisions within economic models. It also explores the integration of quantum ethics 

into growth equations, providing insights into ethical considerations in economic development. A physics-based method proposes 

an enhanced objective function for neural networks by combining task-specific loss with stochastic regularization. The 

regularization methods were implemented in Google Colab (Figure 9), illustrating the interplay between deterministic and 

stochastic components. This demonstrates the challenges of incorporating stochastic processes into deterministic neural 

architectures. With a model accuracy of 86%, a regularization strategy is proposed to maintain stability while leveraging the 

benefits of deterministic modeling in neural networks. These studies contribute to a comprehensive understanding of the intricate 

relationships between AI, economic growth, ethical issues, and neural network stability within the Meta-Ethical Turing Test 

paradigm. This multidisciplinary approach advances the field by integrating economic modeling, quantum ethics, and neural 

network regularization techniques.   

 

The experiments demonstrate the intricacies of AI's influence. Experimental 1 illustrates the exponential growth of AI research and 

predicts its ongoing expansion. Experimental 2 utilizes mathematical models to estimate the impact of AI on economic growth, 

offering valuable insights for future forecasts. Experimental 3 introduces the concepts of "Cosmic Cognitivism" and "Quantum 

Ethics," presenting novel approaches to ethical governance and decision-making. Experimental 4 examines the stability of neural 

networks and proposes a strategy for stochastic regularization. Collectively, these trials contribute to a comprehensive 

understanding of AI's diverse impact, encompassing economic, ethical, and technological dimensions. They shape discussions on 

the future consequences and integration of AI in society.  

 

5. Conclusion  

Rapid advancements in artificial intelligence (AI) are revolutionizing various aspects of human life. Thanks to advancements in 

computational power and algorithm design, AI algorithms now surpass humans in a wide range of tasks. This study delves into the 

realms of exponential growth, galactic civilization, and the looming threat of catastrophe, examining the convergence of AI and 

the fate of human existence. The objectives of this research are multifaceted. They include understanding the dynamics of AI 

development, examining its potential impact on economic growth, contemplating the philosophical aspects surrounding the 

singularity, and simulating the intricate interplay between AI, consciousness, and ethical decision-making. This research explores 

the evolving landscape of Artificial General Intelligence (AGI), going beyond task-oriented approaches to delve into the visionary 

realm. The research study thoroughly examines the theoretical foundations of artificial general intelligence, including growth 

model prediction and the role of cognitive architectures in the philosophical perspective of human and superhuman interactions 

with AGI. The Research begins with a rigorous methodological approach that integrates theoretical investigations, quantitative 

analysis, and experimental inquiries. The mathematical capabilities of Python programming within the Jupyter environment provide 

a platform for developing algorithms based on probability theory, game theory, and Nash's equilibrium. This comprehensive 

framework enables researchers to explore rapid exponential development, the emergence of galactic civilizations, and the nuanced 

risks associated with a future influenced by AI. Beyond the mathematical tapestry, a philosophical perspective is carefully 

constructed. The singularity, the point at which artificial intelligence surpasses human intelligence, becomes a central focus. Within 

this philosophical framework, a new interpretation emerges, exploring the ethical, existential, and sociological implications of the 

impending transition. This narrative, situated at the intersection of AI and philosophy, adds layers of complexity to our 

understanding of the approaching singularity. The objective of this research is to make a contribution to the field of AI economics 

by expanding beyond the conventional focus on its market impact or its potential for prediction and hypothesis testing. The 

endogenous growth model, when enriched with realistic data, replicates the symbiotic relationship between artificial intelligence 

(AI) and economic prosperity. The study thoroughly examines the direct impact of AI development on GDP growth, introducing a 

new parameter to represent the economic implications of AI advancements. In this interconnected dance, economic expansion 

serves as both a consequence and a driving force for the growing awareness of AI. Exploring these topics reveals potential areas 

for economic research on AI, as well as opportunities for economic theory to gain a deeper understanding of AI. In this study, we 

propose that artificial intelligence (AI) can help mankind by providing a new philosophical framework that fosters human-

technology understanding and by developing a new procedural utility-based economic prediction model. As a result, 

computational difficulties may be overcome, and future developments and interactions with AI may be better understood. 

As the study comes to a close, it not only sheds light on the role of artificial intelligence but also its harmonious influence in 

shaping our future. From the intricate procedures of mathematical equations to the unexplored realms of philosophical 

investigation, each element has contributed to the formulation of our imminent future infused with AI. The significance of making 

responsible choices, considering ethics, and conducting thorough analysis resonated throughout this examination. This study 

serves as a guiding principle in the intricate interplay between AI and humanity, directing our attention to the cosmic importance 

of the decisions we make in the midst of exponential growth, a civilization that spans galaxies, and the uncertain challenge of 

predicting catastrophe. 



The Role of AI in Shaping Our Future: Super-Exponential Growth, Galactic Civilization, and Doom 

Page | 128  

 

5.1 Implications of the study 

The investigation reveals significant implications at the intersection of artificial intelligence (AI) progress and its transformative 

impact on a variety of disciplines. As artificial general intelligence (AGI) systems progress and potentially surpass human 

intelligence, a paradigm shift is anticipated. Societies will face ethical dilemmas in maintaining transparency, accountability, and 

equity in AGI systems. A comprehensive survey reveals the following key points: As artificial intelligence approaches the singularity, 

the investigation highlights the crucial need for strong ethical frameworks. The guidance of AI development with ethical 

considerations becomes essential in ensuring responsible and conscientious AI entities. The integration of AI into economic models 

requires a reassessment of policymaking. Adaptive economic policies are essential for accommodating AI-driven advancements 

and preventing potential societal catastrophes. The incorporation of AI into economic models necessitates a reevaluation of 

policymaking. Adaptive economic policies are indispensable in accommodating AI-driven advancements and averting potential 

societal catastrophes. The investigation identifies hazardous factors and techniques for mitigating them. From a philosophical 

perspective, the research promotes the development of ethical frameworks for potential interactions with superhuman 

intelligences. Strategic planning is essential for mitigating potential disruptions to the workforce and employment landscape. 

Studies suggest that the pace at which artificial general intelligence (AGI) is evolving could be radically altered by factors driving 

AI's rapid development. This makes public awareness crucial. Educational initiatives, research organizations, and industrial systems 

have the responsibility to inform citizens about AI achievements, ethical dilemmas, and the social consequences that arise. 

 

In summary, the paper promotes a collaborative and proactive approach to harnessing the benefits of AI while effectively 

addressing its ethical, economic, and societal concerns through quantitative analysis. This requires greater investment and 

thorough research to navigate the changing landscape of feasible and sustainable AI-powered products. 

 

5.2 Limitations and Future Studies 

Although this study highlights the transformative potential of AI in shaping our future, some limitations should be noted. These 

limitations emphasize the need for further research to deepen our understanding of this field. Specifically, the study focused on 

evaluating the relationships between the development of artificial intelligence, economic dynamics, and ethical considerations. 

However, it is important to note that the scope of the study did not include an exhaustive analysis of all potential factors that may 

influence the complex relationship between AI and our future. One of the key considerations is the influence of data regulations, 

standards, and policies on the interaction with AI. It is essential to integrate these elements with a high degree of accuracy in data 

analytics. By doing so, we can develop systems that can predict the extent of AI's impact by controlling, analyzing, disseminating, 

and managing probabilistic data. Further progress in these studies will give us a more profound understanding of the implications 

of AI. Additionally, developing a mathematical, digital, or philosophical model to better understand AGI and its future potential is 

a challenging task. The ability to accurately forecast the point of irreversible singularity requires a more sophisticated approach 

than the quantitative prediction and analysis equations or models currently utilized. It is important to determine areas where 

expansion and further research would contribute to the realization of AI and human interaction. This study also lacks real-world 

empirical validation of the models and predictions made. There is a need for more experimental work that can assess the practical 

limitations of AI systems in sectors like healthcare, finance, and logistics, which will help ground the theoretical models presented. 

Moreover, the mathematical models that are currently in use oversimplify the complexities of human interaction with artificial 

intelligence (AGI), neglecting important factors like cultural resistance, political dynamics, and regulatory frameworks that could 

drastically change the direction of AI's development. Future research should concentrate on developing more intricate, multi-

factor models that take these human elements into account. Behavioral economics models, including those that utilize the nudge 

quantitative methodology, can also be implemented. Moreover, the ethical aspects examined in this work are mostly theoretical 

and based on philosophical frameworks like the "Meta-Ethical Turing Test." While they are essential, real-world ethical dynamics 

are likely to present deeper problems, particularly when it comes to AI biases, privacy issues, and data transparency. These issues 

are especially critical as AGI systems begin to integrate into daily human life. To ensure a comprehensive understanding of AI's 

impacts, future research should cooperate with interdisciplinary fields, including sociology, psychology, and anthropology. Another 

important topic that is not thoroughly covered in the paper is technological synergy. Blockchain, biotechnology, and quantum 

computing are examples of emerging industries that could interact profoundly with AI, either enhancing or reducing its potential 

for growth. Consequently, more research should examine how these technologies may accelerate the development of AI or provide 

novel ethical and legal challenges. This includes investigating how AI might be used in tandem with these technologies to solve 

more complex problems. For example, blockchain technology can enhance the understanding of decentralized possibilities and 

accurately predict development using federated learning models. Integrating nanotechnology with AI will accelerate the 

understanding of combined structures, such as through the use of physics-informed or quantum neural networks. Furthermore, 

future studies need to investigate the limitations of predicting the possible collapse of AI growth due to physical restrictions, 

exhaustion of resources, or unanticipated societal disturbances. While the economic growth models provide useful predictions, 

they need to account for the possibility of AI-induced growth collapse or plateauing. To create more accurate long-term 

predictions, additional investigation into the physical constraints of AI systems, such as resource utilization and energy constraints, 
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is essential. This study mainly focused on the impact of artificial intelligence on economic dynamics and ethical considerations. 

However, a comprehensive analysis of all possible factors related to the intricate relationship between AI and our future was not 

conducted. While the quantitative approach employed in this research is robust, it oversimplifies the complex reality of AI growth. 

Future research should aim to incorporate advanced algorithms and simulations to accurately represent the nuanced development 

of conscious AI entities. Exploring these avenues will present opportunities for further research, such as developing economic 

growth models to address the possibility of AI-induced growth collapse, identifying physical growth limits, predicting standard 

models, and improving tools for analyzing policy implications. Furthermore, it is important to recognize that the philosophical 

integration in this study, despite providing valuable insights, is based on logic-based theoretical frameworks. The real-world ethical 

dynamics that will arise with the emergence of conscious AI may present complexities that this framework cannot fully capture. 

More research should be done on the relationship between AI and sciences such as psychology, sociology, and anthropology to 

gain a clear understanding of the societal impact of conscious AI. Through this process, we may develop artificial intelligence that 

aligns more closely with human behaviors, similar to emotional intelligence. While the objectives of full digital simulation and 

experimental deployments in physical environments are constrained by resource requirements, including materials, engineers, or 

data access, the resources required for such large-scale, long-term studies may become increasingly scarce in future research. 

Moreover, this paper does not explore the possibilities of technological platforms beyond AI. The synergies between AI and 

technologies like blockchain, nanotechnology, biotechnology, or quantum computing are yet to be understood. The study strongly 

supports further investigation into AGI and its predictive relevance for technological advances. 

 

In light of the limitations discussed, future research should focus on more comprehensive and detailed explorations. These 

explorations should address the identified constraints while pushing the boundaries of knowledge in the constantly evolving 

landscape of AI's influence on shaping our collective future. 

 

5.3 Recommendations 

A comprehensive analysis of the ways AI will affect our future has led to the development of a series of strategic suggestions aimed 

at addressing various stakeholders, such as corporations, research institutions, and politicians. Promoting collaborations between 

governmental agencies, businesses, and educational establishments is a wise strategy for advancing multidisciplinary research. 

Promoting the establishment of strategic alliances between businesses, governments, educational institutions, research teams, and 

industry associations with specific knowledge in artificial intelligence, quantum computing, and related sectors is also advised. In 

conclusion, it is imperative to initiate educational initiatives and training campaigns to provide the workforce with the skills it will 

need to thrive in the AI era. By putting these suggestions into practice, interested parties can successfully negotiate the unexplored 

field of AI development, paving the way for a day when important issues are addressed alongside emerging technologies. 
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