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| ABSTRACT 

Financial fraud presents a substantial challenge to the American economy, culminating in substantial monetary losses and 

breaching the integrity of financial systems. The focal objective of this research paper was to resolve the prevalent issue of 

financial fraud detection in the USA by performing a comparative study of multiple machine learning algorithms, particularly 

concentrating on their anomaly detection capabilities. Experimentation was performed using various machine learning 

classifiers, such as logistic regression, random forest, Multi-layer perceptron, SVM, Naive Bayes, AdaBoost, decision tree, and 

KNN. Data utilized for this study was retrieved from Kaggle's website (https://www.kaggle.com/mlg-ulb/creditcardfraud). The 

five-metrics used for the performance evaluation were accuracy, precision, recall, F1-score, and confusion matrix. Decision Tree 

had superior performance at classification accuracy, followed closely by AdaBoost, then KNN and Random Forest, as per the 

outcomes obtained in this study. Implementing the proposed models has an array of benefits to both financial organizations 

and the US economy in terms of real-time fraud detection, advanced accuracy of fraud detection, cost efficiency, reduction in 

financial losses as well as strengthening financial organizations. 
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1. Introduction 

According to the Association of Certified Fraud Examiners, the estimated cost of financial statement fraud in the U.S. is approximated 

to be $572 billion per year (Palakurti, 2024). Indisputably, fraud is expensive, and therefore, fraud detection helps save enormous 

amounts of money by intercepting fraudulent activities before any loss can be experienced. Separate from all these financial 

implications, fraudulent financial statements are detrimental to the employees, the investors, and the general reliability of 

corporate financial reports. It disrupts the market efficiency and enhances the transaction cost. Therefore, there is always the need 

to enhance fraud detection and prevention, given that fraudsters change their techniques with time, security solutions become 

sophisticated, and blocking fraud has been implemented as part of security modules. As per Ahmed et al. (2020), mitigating fraud 

is a pivotal part of security systems since fraud detection has become an instrumental step in terms of preventing the harmful 

implications of fraudulent transactions on service delivery, prices, and a company's reputation. The various traditional fraud 

detection methods focus on reactive solutions such as reducing losses.  

 

Bakumenko & Elragal (2023), indicate that in the recent past, the demand for machine learning techniques in financial auditing 

has been relatively high because fraud-related work is complicated to handle manually. Auditing appears at a critical point in the 
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capital market, and managing fraud-related tasks has been a problem without the assistance of technology, hence calling for 

increased automation and intelligent solutions. Conventionally, the regulators have adopted rule-based systems to help deal with 

the vast information they get. Dhanawat (2022), argues that these rule-based systems alert human experts regarding suspicious 

events provided by static rules that detect possible market anomalies. While instrumental, these rule-based systems still have 

drawbacks, most notably the large volume of alerts they generate. Therefore, this high volume of data makes it challenging to 

identify real instances of market manipulation within all the alerts. In that light, Machine learning algorithms could assist address 

this problem. 

 

1.1 Problem Statement 

Retrospectively, traditional methods of fraud detection, which are dependent on predefined rules and human observation, fail to 

catch up with advanced frauds that are escalating exponentially. These gaps, therefore, call for better fraud detection techniques, 

able to recognize unusual patterns that precipitate fraud in real-time. Machine learning has proven to be a robust solution by 

offering techniques that can evolve with new and changing fraud patterns without much manual intervention. Among various 

machine learning techniques, anomaly detection algorithms are most appropriate because they recognize unusual transactions 

that deviate from typical behavior (IRJET, 2023). However, different machine learning algorithms differ significantly in their ability 

to detect fraud in finances; hence, there is an urgent need for their comparative analysis so that the most efficient and effective 

techniques can be established. The prime objective of this research is to resolve the pertinent issue of financial fraud detection in 

the USA by performing a comparative study of various machine learning algorithms, particularly concentrating on their anomaly 

detection capabilities. This research will assess the performance of the machine learning models in terms of accuracy, precision, 

recall, and computational efficiency, offering valuable insights regarding their practical applicability in real-world financial systems. 

 

2. Related Works 

Jidiga & Sammulal (2022), in their study, they analyzed further distorted high-level data on credit card fraud. They aimed to show 

the analysis of diverse methods, including Naïve Bayes, K-Nearest Neighbor (KNN), and Logistic Regression. In particular, 

investigational data of European customer transaction records with credit card details were collected, with a total of 284,807 data. 

In pre-processing the distorted data, the researchers applied a combo strategy in their task for under-sampling and over-sampling. 

Afterward, the original and pre-processed data was put in the three algorithms. Experiments were explored with Python. The overall 

results are portrayed below: Naive Bayes, 97.92%; KNN, 97.69%; Logistic Regression, 54.86%. Comparatively, in the task, KNN 

outperformed the actual best performer between the three: Naive Bayes and Logistic Regression. 

 

Karimi [2023] proposed an Extreme Gradient Boosting-based technique for fraud detection in insurance agreements, followed by 

the development of a solution for online learning to meet the requirements in real-time. This entailed AI techniques and blockchain 

architecture which were applied along with the techniques proposed to achieve better security aspects. Machine learning first 

handled the preprocessing and cleaning of data, followed by data visualization techniques to derive insight. Subsequently, the 

privacy of the individuals was maintained because no personal identity was supposed to be revealed. Finally, an XG-Boost model 

was created to predict fraud probabilities based on existing data. An ultra-fast Decision Tree algorithm was created for online 

learning. Results Comparisons between XG-Boost and other machine learning classifiers, such as the Decision Tree, Naive Bayes, 

and K-Nearest Neighbour, where the results demonstrated that XG-Boost was relatively more accurate than the latter. 

 

On the other hand, Lokanan et al. [2021] employed a Support Vector Machine (SVM) for the detection of financial frauds and 

anomalies. Different data mining approaches were also discussed in their research. Data was retrieved from Turkish insurance 

companies and consisted of the total claimed records and other client information. The grid search resulted in an implemented 

system with a linear kernel on Oracle. The training was performed by categorizing the records into genuine claims and anomalies. 

The classification was done by a Support Vector Machine, which compared the individual records with one of the genuine claims 

against a fake claim. The system, therefore, calculated the probability for every single record, and if the probability was more than 

50%, then the record was considered an anomaly. Some of the anomalies to consider included: the total number of rejected claims, 

the number of uncontrolled claims identified in each type of health center, and the number of allegations identified in health 

centers. Some methods within the data mining approach that can be applied to determine insurance fraud are grouping, 

classification, and variance detection.  

 

Morozov [2023], applied various machine learning techniques for predicting and assessing fraud in auto insurance. The prediction 

and analysis of fraud employed the Bayesian Networks, Decision Trees, and rule-based scheme. The analysts modeled two Bayesian 

networks, considering the scenario in which the driver might cheat or might not cheat. Afterward, they calculated probabilities 

independently and chose the output to consider one with a higher probability. The decision trees were based on sub-classes, i.e., 

the type of account subclassification or label such as "legal" or "fraud". At the same time, the impurity measures within class like 

Gini, minority, or entropy were used to determine the last release. The rule-based such carried if-then rules where the state was 
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those conditions facts like driver's age, rating, and the vehicle's age. The results and performance were outlined in the =confusion 

matrix, which showcased that the accuracy was good enough. 

 

2.1 Types of Machine Learning Algorithms 

2.1.1 Naïve Bayes (NB) 

 
 

Panda [2024], asserts that Naive Bayes (NB) is a highly renowned algorithm premised on Bayes' Theorem. It computes the 

probability of instances that belong to a class. It can be considered the most prominent classifier in the world, due to its a priori 

simplicity, accuracy, and reliability. Although it applies to several domains, NB has seen the most implemented in natural language 

processing, hybrid recommender systems, text classification, and spam filtering. It is termed "naïve" due to the simplifying 

assumption that all attributes are independent of each other. By using the prior, the NB calculates the probability for each of the 

attributes. Even though it assumes this independence among the features, quite a non-realistic assumption, most of the time, it 

gets it right due to its nature in probabilistic classification. 

 

2.1.2 Support Vector Machines (SVM) 

 
 

Pooja (2023), articulates that SVM is among the popular machine learning classifiers, and its application is in different domains 

and spectrum. It can be applied for both linear and nonlinear classification problems, so it can be applied in all real-world domains, 

as pointed out in reference. The SVM uses a hyperplane that separates the classes of instances. In the case of nonlinear 

classification, it can use a kernel function to transform feature spaces from low to high dimensions. Thus, the capability of SVM to 

handle nonlinear relationships through kernel transformations into higher dimensions provides a way of classifying instances in 

problems that may be very complex themselves. 
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2.1.3 Linear Regression 

 
Linear Regression evaluates the association between target and input variables. It is a supervised machine learning algorithm used 

to predict a continuous numerical, variable, or quantitative response. As opposed to classification, which appoints a class from a 

group of categories, its output constancy slope. The simplicity of linear regression can be of two types: Simple regression Only one 

independent variable is used. Multi-variable regression: More than one independent variable is used. The term "linear" bears a 

linear correlational meaning between variables on the x-axis and the ones on the y-axis[Rane, 2023]. Linear regression effectively 

models the linear relationship between different sets of variables. Linear regression is used in various activities today because it 

has proven to model linear relationships between multiple sets; some of these are pricing prediction, trend forecasting, and risk 

management. 

 

2.1.4 AdaBoost Algorithm 

                
 

AdaBoost, also deemed as Adaptive Boosting, is an algorithm renowned for its capability to rapidly boost machine learning 

performance. Boosting model is considered highly efficient at transforming lazy learners into eager learners. The overall objective 

of AdaBoost is to increase or enhance the power of the weak learners' prediction by training those learners. AdaBoost creates a 

highly accurate classifier by combining large numbers of modest learners [Zhang, 2022]. It grants all attributes an equal weight at 

the beginning of the way, but these weights get updated as the algorithm undergoes iterations. As it goes into the iteration 

process, increasing weight will be given to attributes that have gone wrong under the classification of previous weak learners. In 

this process of weight adjustment, the focus remains on error minimization and, hence, finally, uses a lot of weak learners to build 

a robust and eager learner. 
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2.1.5 K-Nearest Neighbor (KNN) 

 
Jidiga & Sammulal (2022), posits that the K Nearest neighbor classifier is mostly employed to classify the scenarios to the neighbor 

with the majority vote. To find the neighbor with the smallest distance, some distance metric is used. The most common distance 

measure is the Euclidean distance. The distance is determined among test and training instances. Wherein after the distance is 

determined, the feature value is calculated for all the nearest neighbor training examples, and the majority of this value is taken 

as the prediction value based on which the new test dataset is classified. KNN is highly recommended in the scenario where 

accurate prediction is needed because it is easy to implement. 

 

2.1.6 Decision Trees Algorithm 

 
 

As per Ahmed et al. [2020], decision trees depict results in the form of a tree-like structure. In the decision trees algorithm, inner 

nodes portray descriptive attributes while leaves are presented with classes. Decision trees are mainly employed in data mining 

because of their simplicity and robustness. It works by selecting the feature at every classification step that will give rise to the 

highest gain in information. The classifier stops when all the leaf nodes are pure, which means all the instances in a leaf are of the 

same class. A leaf node can be pure if further split results somehow in less homogeneity, which suggests that the emergence of 

the decision tree is perfectly done and no more classification should be done. 
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2.1.7 Random Forest (RF) 

 
Anandakrishnan et al. [2018], articulates that the Random Forest (RF) classifier was devised by Adèle Cutler and Leo Breiman in 

2001. It does its operation via a combination effect of "bagging" and the ability to pick attributes at random while splitting nodes 

("subspaces"). Several decision trees are built from a training dataset, and the final prediction decision will be based on a vote's 

aggregation. RF provides excellent accuracy, and it can handle missing values with optimum efficiency; thus, it is well applicable 

when data classification is large. It is appropriate for applications dealing with massive Remote Sensing, e-commerce, prediction 

concerning stock markets, fraud detection, and other interactions involved in detection. 

 

2.1.8 Multilayer Perceptron Algorithms (MLP) 

 
 

Multilayer Perceptron (MLP) is a form of feedforward artificial neural network (ANN). Artificial neural networks are meant to 

simulate the human brain, which allows it to receive an input, afterward processing and providing it in ways by which the brain 

influences an ANN. A perceptron is an essential constituent unit of the ANN, where the output is associated with some weight 

value accessible and fixed using an activation function [Bakumenko & Elragal, 2023]. ANNs learn representations based on training 

data so that the desired output variable can be related to them. Since ANNs model complicated patterns in the data, their real-

world applications include data compression, character recognition, computer vision, pattern recognition, and robotics. Among 

the mass of ANN types, the MLP one exists, which may be applied by problems willing to earn on the functionality of a neural 

network and its learning process. 

 

3. Methodology 

This section presents the methodological process of preparing the dataset for experimentation using various machine learning 

classifiers, such as logistic regression, random forest, Multi-layer perceptron, SVM, Naive Bayes, AdaBoost, decision tree, and KNN. 

Overall, this research was supposed to compare several different classification algorithms in their performances of fraud detection 

[Pro-AI-Robikul, 2024]. The primary experimental factor was the classification algorithms. The classification algorithms were applied 

using Python, an open-source data analysis.  

 

3.1 Data Description 

Data transferred for this study was retrieved from Kaggle's website (https://www.kaggle.com/mlg-ulb/creditcardfraud). At the 

beginning of the experiment, there were 31 variables in the dataset. However, the PCA transformation culminated in the deletion 
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of some irrelevant attributes because of confidentiality concerns. After PCA transformation, the fields "Time" and "Amount" were 

kept, and the other attributes were considered irrelevant due to confidentiality issues. Out of, 284,807 transactions contained in 

the dataset, only 492 of them represent fraud cases [Pro-AI-Robikul, 2024]. Hence, the class imbalance in the label distribution 

possibly posed a challenge in modeling. Therefore, the analyst, considered the preprocessed data with PCA transformations and 

anonymization as downloaded from the URL given on the Kaggle website, where the data is publicly hosted for research and 

modeling on fraud. 

 

3.2 Feature Engineering and Selection 

S/No Attribute Description 

1. Amount Amount of transaction 

2. Event Event in instants, the occasion in time that has happened since the 

previous transaction and the first transaction. 

3. Class 1-fraudulent,0-non-fraudulent 

4. V1-V28 Principal component analysis was employed to assess V1-V28 features 

 

3.3 Pre-processing 

According to Pro-AI-Robikul [2024], there were four preprocessing procedures conducted before comparing the classification 

algorithms. Performance was tested upon a 10-fold stratified cross-validation in training with various prior fraud probabilities—

0.3%, 0.6%, 1%, 1.5%, 2.5%, 5%, 10%, 20%, 40%, and 60%. Performance is tested via cross-validation, where normalization, 

discretization, standardization, and continuous predictor filtering are applied. The third step conducted utility testing on the fraud 

predictors by cross-validation to each classifier. The tuning of the model was executed with cross-validation, fully automated, and 

executed for 72 hyperparameter-settings configurations. In a way, the preprocessing was done relatively independently without 

inspecting the different combinations. Ten-fold stratified cross-validation to varying phases of preprocessing in the model training 

was then used in assessing performance for the best pick out of the amended hyperparameters settings. 

 

3.4 Proposed System 
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4. Experimentation Results 

4.1 Importing Libraries 

 
 

Output: 

 
 

In the process of loading the data, further structural transformations were applied to format the data appropriately for each 

algorithm's input requirements. At the very beginning, the dataset had rows with such attributes as a Transaction ID, time of 

transaction, and amount of the transaction. Some structural changes were conducted in the loading process to prepare them as 

inputs that are fed into a classification algorithm with some sort of expectation about the nature or dataset of predictors or features.  
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Output: 

 
 

To visualize the class distribution of the target variables, a suitable code snippet was imposed to generate a histogram, which can 

be displayed as follows: 
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Output: 

 
The data frame was structured so that each row goes to the maximum value of transactions, as recorded from all ATMs, in a 

particular month; in turn, every row indicated the highest value of such transactions for each month. The data frame was set up 

this way so that the analyst would be able to see month-on-month, more or less, the trends and patterns in ATM usage across the 

branches by observation of how the highest monthly transaction amounts compared over the period reflected in the data frame.  

 

 
Output: 

 
To display the distribution of transaction times, an appropriate code snippet was imposed. The code snippet represented the 

transaction date in terms of days and months, therefore providing an extensive comprehension of the period covered by the 

transaction data. 
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Output: 

 
 

Furthermore, the analyst was keen to explore the time series of transaction amounts as showcased below: 

 
Output: 

 
4.2 Performance Measures and Evaluations 

The five metrics used for the performance evaluation were accuracy, precision, recall, F1-score, and confusion matrix. Precision 

computes the proportion of the predicted positive cases that were positive. The recall is considered as the ratio of actual positive 

cases that were correctly identified as positive. The F1-score is the mean of precision and recall to get a single score. A confusion 

matrix gives a clear view of correct and incorrect predictions across actual classes, providing a more numerical, broader measure 

of the machine learning algorithm's performance over a single performance measure. In that respect, Precision, Recall, and F1-

Score were computed using the following equations: 

 



Detecting Financial Fraud Using Anomaly Detection Techniques: A Comparative Study of Machine Learning Algorithms 

Page | 12  

 
 

4.3 Performance Outcomes 

 
 

 
  

4.4 Interpretation 

The experimental outcomes showcased that the Decision Tree model [79%] performed best overall in terms of robustness to 

outliers, execution time, and noise reduction, outperforming all the other algorithms tested.  By contrast, AdaBoost had almost as 

high classification accuracy as Decision Tree, with an accuracy of 78%. Conversely, KNN followed at 77% accuracy, and Random 

Forest obtained 76% accuracy. In summation, Decision Tree had superior performance at classification accuracy, followed closely 

by AdaBoost, then KNN and Random Forest, as per the outcomes obtained in this study. 

 

4.5 How to Implement the Proposed System 

Step 1: Pre-processing US financial organizations should start by gathering a complete dataset of historical transactions. The 

dataset should include both fraudulent and non-fraudulent transactions for the correct training of data. Subsequently, the analyst 

should handle missing values, and remove/rectify inconsistency and outliers. 

Step 2: Feature Engineering The analyst should then proceed to extract or develop relevant features that may be used to 

differentiate between fraudulent and genuine transactions. For example, amount, frequency, location, and time of the transaction. 

Step 3: Data Splitting- Afterward, the analyst should consider splitting the data into training and testing sets, essentially adhering 

to an 80-20 or 70-30 ratio, to train algorithms and assess their performance. 



JCSTS 6(3): 01-14 

 

Page | 13  

Step 4: Model Training-Financial organizations should then train multiple machine learning models such as Logistic Regression, 

AdaBoost, Decision Tree, KNN, Naïve Bayes, Support Vector Machines, and Multilayer Perception. 

Step 5: Hyperparameter Tuning-The analyst should employ methods such as random search or grid search to fine-tune the 

hyperparameters of each algorithm for optimal performance. 

Step 6: Model Application: Subsequently, the researcher should apply the trained algorithms to the test dataset to make a 

forecast if each transaction is non-fraudulent or fraudulent. 

Step 7: Performance Metrics: The analyst should be keen to assess each algorithm utilizing metrics such as precision, accuracy, 

recall, or F1 score. 

Step 8: Model Integration and Deployment At this juncture, the financial organization should consolidate the best-performing 

algorithm into the company’s existing transaction processing system.  

 

5. Business Impact 

5.1 Benefits to Businesses in the USA 

Advanced Accuracy of Fraud Detection: Multiple machine learning algorithms make the model even more capable of detecting 

a greater variety of fraudulent activities with high accuracy. For example, it has been proven that Random Forests and Decision 

Tree can detect patterns of complex fraud—ones that are usually not detectable in rule-based traditional systems. 

Real-Time Detection: Machine learning models, once deployed, can perform real-time transaction processing alongside real-time 

transaction detection activities. This real-time detection feature helps to save fraudulent actions before critical monetary losses 

can be accrued for both businesses and customers. 

Reduction of False Positive: The complex sophistication achieved by machine learning models can differentiate genuine and fake 

transactions to a much better extent, thus reducing false positive cases. 

Adaptability to New Fraud Tactics: Machine learning models are learnable from new observations. In this way, they continuously 

adapt to new and developing fraud tactics. 

 

5.2 Benefits to the USA Economy 

Cost-Efficiency- Machine learning automation of the fraud detection process reduces extensive manual review and intervention, 

decreasing operational line costs associated with fraud detection that shift human resources into more critical areas, like the 

investigation of complex cases or improving customer service. 

Reduction in Financial Losses-The effective detection of fraud activities scales down financial losses experienced in different 

financial sectors. Reduction of financial losses implies more capital stays within an economy. In turn, it is reinvested in businesses 

and consumer spending and further economic growth. 

Strengthening of Financial Institutions: Financial institution that efficiently controls fraud are in a better position to maintain 

financial soundness and stability. Strong and stable financial institutions are vital for a healthy economy. 

 

6. Conclusion 

The prime objective of this research was to address the pertinent issue of financial fraud detection in the USA by performing a 

comparative study of various machine learning algorithms, particularly concentrating on their anomaly detection capabilities. 

Experimentation was performed using various machine learning classifiers, such as logistic regression, random forest, Multi-layer 

perceptron, SVM, Naive Bayes, AdaBoost, decision tree, and KNN. Data utilized for this study was retrieved from Kaggle's website 

(https://www.kaggle.com/mlg-ulb/creditcardfraud). The five metrics used for the performance evaluation were accuracy, precision, 

recall, F1-score, and confusion matrix. Decision Tree had superior performance at classification accuracy, followed closely by 

AdaBoost, then KNN and Random Forest, as per the outcomes obtained in this study. Implementing the proposed has an array of 

benefits to both financial organizations and the US economy in terms of real-time fraud detection, advanced accuracy of fraud 

detection, cost efficiency, reduction in financial losses as well as strengthening financial organizations. 
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