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ABSTRACT

Convolutional Neural Networks (CNNs) have emerged as a powerful tool for various pattern recognition tasks, including the detection of cyber-attacks in Industrial Control Systems (ICS). This paper presents a CNN-based detection system specifically designed to safeguard ICS from sophisticated cyber threats. The proposed system leverages the capability of CNNs to automatically learn and extract high-level features from raw data, enabling it to identify anomalies indicative of cyber-attacks with high accuracy. Utilizing a comprehensive cyber-attack dataset containing 59 different types of attacks, the system is trained to distinguish between normal and malicious traffic effectively. Based on the extensive dataset, this study demonstrates that the CNN-based detection system achieves a detection rate of 98.5% and a false-positive rate of 1.2%, significantly outperforming traditional methods. The high detection rate indicates the system's ability to accurately identify a wide range of attack types, while the low false-positive rate ensures minimal disruption to normal operations due to incorrect alerts. These results underscore the system's robustness and reliability in identifying subtle and complex attack patterns. Moreover, the CNN-based system is designed to adapt to new types of attacks as it continues to learn from updated datasets, making it a scalable and future-proof solution. Implementing this system can significantly enhance the cybersecurity posture of industrial environments by providing real-time monitoring and rapid response capabilities. The CNN-based detection system offers a significant advancement in ICS cybersecurity. Effectively identifying and mitigating cyber-attacks contributes to the resilience and reliability of critical infrastructure. The proposed approach improves security measures and ensures industrial processes' continuous and safe operation, which is vital for economic stability and public safety.

KEYWORDS

Convolutional Neural Networks (CNNs), Industrial Control Systems (ICS), Cybersecurity, Real-time Monitoring, Critical Infrastructure.

ARTICLE INFORMATION

ACCEPTED: 01 August 2024  PUBLISHED: 07 August 2024  DOI: 10.32996/jcsts.2024.6.3.9

1. Introduction

Industrial Control Systems (ICS) are crucial components that facilitate operations in vital industries such as water, electricity, oil and gas, transportation, and manufacturing. These systems are fundamental to the infrastructure of modern society and are responsible for managing and controlling physical processes that are essential for daily operations. Historically, ICS ran on proprietary hardware and software in physically secure locations. However, recent advancements have led to the integration of these systems with common Information Technology (IT) infrastructure, increasing their exposure to cyber threats (Wisdom et al., 2016). The convergence of ICS and IT has brought about significant benefits, including improved efficiency, remote monitoring, and control capabilities. However, it has also introduced vulnerabilities that can be exploited by malicious actors. Cyber-attacks on ICS can...
have devastating consequences, potentially leading to the disruption of critical services, financial losses, and even threats to public safety and national security (ForeignPolicy, 2017). High-profile incidents such as the Stuxnet attack on Iran’s nuclear facilities, the cyber-attack on Ukraine’s power grid, and attacks on Saudi Aramco have highlighted the urgent need for robust cybersecurity measures in ICS (ForeignPolicy, 2017; Mitchell & Chen, 2014; Pasqualetti et al., 2011; Rakibul Hasan et al., 2024). One promising approach to enhancing the cybersecurity of ICS is the use of Convolutional Neural Networks (CNNs) (Simonyan & Zisserman, 2014). CNNs are a class of deep learning models that have proven to be highly effective in various domains, particularly in image processing and pattern recognition. Their ability to automatically learn and extract features from data makes them well-suited for the complex task of detecting cyber-attacks in ICS (Ahmed & Sobuz, 2011; Lin et al., 2018; Rahman Sobuz, Meraz, et al., 2023).

Intrusion Detection Systems (IDS) are a critical component of cybersecurity frameworks designed to monitor network traffic and detect abnormal activities that may indicate a cyber-attack. Traditional IDS methods, which often rely on signature-based detection, struggle to keep up with the evolving nature of cyber threats. These methods require continuous updates to the signature database and are ineffective against novel or zero-day attacks (Pasqualetti et al., 2011; Teixeira et al., 2012). Machine learning-based IDS, particularly those using deep learning techniques such as CNNs, offer a more dynamic and adaptive approach. CNNs can be trained to recognize patterns and anomalies in network traffic data, making them capable of identifying both known and unknown threats. This capability is especially important for ICS, where the timely detection of cyber-attacks is crucial to prevent damage to physical infrastructure and ensure operational continuity (Hasan, Farabi et al., 2024; Johora et al., 2024; Malhotra et al., 2015). The architecture of a typical CNN used for intrusion detection involves several layers, including convolutional layers, pooling layers, and fully connected layers. The convolutional layers apply filters to the input data to extract local features, while the pooling layers reduce the dimensionality of the data, making the model more efficient. The fully connected layers then process the extracted features to make the final classification decisions (Hasan, Farabi et al., 2024; Himmetoglu, 2017; Jabin et al., 2024; Johora et al., 2024; Rahman & Sobuz, 2018; Sobuz, Al, et al., 2024; Sobuz et al., 2023; Zaman et al., 2024).

In recent research, CNNs have been applied to various datasets to evaluate their effectiveness in detecting cyber-attacks in ICS. One notable dataset is the Secure Water Treatment (SWaT) dataset, which simulates a real-world water treatment plant and includes a variety of cyber-attack scenarios (Goh et al., 2016). Studies have shown that CNNs can achieve high detection rates with low false-positive rates when applied to this dataset. For example, a study by Kravchik and Shabtai demonstrated that a 1D CNN model could effectively detect anomalies in the SWaT dataset, outperforming traditional recurrent neural networks (RNNs) in terms of both accuracy and computational efficiency (Kravchik & Shabtai, 2018). The model successfully detected 31 out of 36 attacks with only three false positives, highlighting the potential of CNNs for real-time anomaly detection in ICS (Kravchik & Shabtai, 2018). Another study applied a-based IDS to the NSL-KDD dataset, a benchmark dataset commonly used for evaluating intrusion detection systems (Hasan, Chy et al., 2024; Lipton et al., 2015). The results showed that the CNN model achieved an overall accuracy rate of 97.53%, significantly reducing the false-positive rate compared to traditional methods (Hasan, Farabi et al., 2024; Lipton et al., 2015). Among above mentioned applications, technology and algorithms are also used in various different fields (Aditto et al., 2023; Kabbo et al., 2023; Khan et al., 2023; Nur et al., 2024; Sobuz, Khan et al., 2024). This study also highlighted the importance of feature extraction and data preprocessing in improving the performance of CNN-based IDS (Lipton et al., 2015; Shahana et al., 2024).

One of the primary challenges in developing effective CNN-based intrusion detection systems for ICS is the scarcity of comprehensive and representative datasets. Most available datasets, such as the NSL-KDD and SWaT datasets, have limitations in terms of size, diversity, and representativeness of real-world scenarios (Cho et al., 2014). These datasets often do not cover the full spectrum of possible attacks or the various configurations and operational conditions of different ICS environments. This lack of comprehensive datasets hinders the ability to train and evaluate models accurately, leading to potential gaps in detection capabilities. While CNNs have demonstrated high accuracy in detecting known and unknown cyber threats, their application in real-time detection remains a challenge. ICS environments require immediate response to detected anomalies to prevent damage to physical infrastructure and ensure operational continuity. However, the computational complexity of CNNs can result in latency, making real-time detection difficult. Additionally, ICS often operate in resource-constrained environments, where computational power and memory are limited. Developing lightweight and efficient CNN architectures that can operate in real-time and scale across various ICS configurations is an ongoing research challenge (Aditto et al., 2023; Rana et al., 2022; Uddin et al., 2012; Uddin et al., 2013). The dynamic nature of cyber threats means that new attack vectors are continuously emerging. Current CNN-based detection systems are typically trained on historical data and may struggle to adapt to novel threats that were not present in the training data. While deep learning models, including CNNs, have shown promise in detecting zero-day attacks, their adaptability to completely new attack vectors remains limited. Research is needed to develop models that can learn and adapt in real-time, potentially incorporating techniques from online learning and reinforcement learning to enhance their adaptability. Intrusion detection systems, including those based on CNNs, are just one component of a comprehensive cybersecurity strategy for ICS. Effective security requires the integration of IDS with other measures, such as encryption, access control, and anomaly detection. However, the integration of CNN-based IDS with these measures has not been well-studied. Research is needed to explore how...
CNN-based IDS can work in conjunction with other security protocols to provide a holistic defense mechanism. This includes understanding the interactions between different security measures and developing frameworks that can coordinate and optimize their collective performance (Johora et al., 2024; Md Abdullah Al Mahmud et al., 2024; Shahana et al., 2024).

Despite the promising results, several challenges remain in the deployment of CNN-based IDS for ICS. One major challenge is the need for large, labeled datasets to train the models effectively. Obtaining labeled data for cyber-attacks in ICS can be difficult due to the sensitive nature of these systems and the scarcity of attack incidents. Another challenge is the computational complexity of deep learning models. While CNNs are more efficient than RNNs, they still require significant computational resources, which can be a constraint in resource-limited ICS environments. Advances in hardware acceleration, such as the use of Graphics Processing Units (GPUs) and optimization techniques like batch normalization, can help address these challenges. This study aims to develop and evaluate a Convolutional Neural Network (CNN) based detection system to enhance cybersecurity in Industrial Control Systems (ICS). The primary focus is on creating an IDS that can accurately detect sophisticated cyber-attacks by learning and extracting complex patterns from network traffic data. By utilizing a comprehensive dataset containing 59 different types of attacks, the study seeks to train a robust model capable of distinguishing between normal and malicious traffic effectively.

2. NSL-KDD testbed dataset

The NSL-KDD dataset is a refined version of the original KDD’99 dataset, which was created to evaluate intrusion detection systems. The NSL-KDD dataset addresses several critical issues found in its predecessor, making it a more suitable and reliable benchmark for research in network intrusion detection. The improvements and the characteristics of the NSL-KDD dataset are vital for understanding its significance and utility in developing and testing intrusion detection systems (IDS).

2.1 Background and Creation

The KDD’99 dataset was derived from the 1998 DARPA Intrusion Detection Evaluation Program, which was one of the first publicly available datasets for evaluating IDS. Despite its widespread use, the KDD’99 dataset faced several criticisms, primarily due to the presence of redundant records and the imbalance between normal and attack records. These issues led to biased evaluation results, where machine learning models could achieve high accuracy by simply memorizing frequent records without genuinely learning to detect diverse attack patterns.

To overcome these limitations, the NSL-KDD dataset was proposed. It was created by removing redundant records and reducing the dataset size without losing its ability to represent a variety of attacks and normal traffic. This makes the NSL-KDD dataset more balanced and eliminates the bias observed in models trained on KDD’99 data.

2.2 Dataset Composition

The NSL-KDD dataset contains network traffic records, each of which is labeled as either normal or an attack. Each record consists of 41 features, categorized into basic features, content features, and traffic features, which provide a comprehensive representation of the network connections. The dataset is divided into training and testing subsets, with the testing set containing some attack types not present in the training set to evaluate the model’s ability to generalize to new attacks.

2.3 Attack Types

The attacks in the NSL-KDD dataset are categorized into four main types:

2.3.1 Denial of Service (DoS):
These attacks aim to make a machine or network resource unavailable to its intended users. Examples include SYN flood and Smurf attacks.

2.3.2 User to Root (U2R):
In these attacks, the attacker starts with access to a normal user account and attempts to gain root access. Examples include buffer overflow and rootkits.

2.3.3 Remote to Local (R2L):
These attacks occur when an attacker sends packets to a machine over a network but does not have an account on that machine and then exploits some vulnerability to gain local access. Examples include password guessing and phishing.

2.3.4 Probing:
These attacks involve an attacker scanning a network to gather information or find known vulnerabilities. Examples include port scanning and network scanning.
2.4 Advantages of NSL-KDD

i) Reduced Redundancy:
The NSL-KDD dataset eliminates duplicate records, which prevents models from becoming biased towards frequent patterns. This ensures a more accurate evaluation of IDS performance.

ii) Balanced Dataset:
By maintaining a balance between normal and attack records, the NSL-KDD dataset provides a more realistic scenario for training and evaluating IDS, avoiding the skewed results that come from imbalanced data.

iii) Variety of Attack Types:
The inclusion of a wide range of attack types ensures that IDS models are tested against various threat vectors, improving their robustness and generalizability.

iv) Evaluation of Generalization:
The testing set contains attack types not present in the training set, which helps evaluate the model’s ability to detect previously unseen attacks, a critical requirement for real-world intrusion detection.

3. Methodology
In this study, the NSL-KDD dataset is employed to develop and evaluate a Convolutional Neural Network (CNN) based detection system for identifying cyber-attacks in Industrial Control Systems (ICS). The dataset’s rich composition and diversity of attack types make it an ideal benchmark for training and testing advanced intrusion detection models. Here is a detailed exploration of how the NSL-KDD dataset is utilized in this study:

![Diagram of network intrusion detection using CNN model]

**Figure 1:** Basic concept of network intrusion detection by using CNN model
3.1 Data Preparation and Preprocessing
Before training the CNN model, the NSL-KDD dataset undergoes a comprehensive preprocessing phase. This includes:

3.2 Data Cleaning:
Removing any remaining redundant records and addressing missing values to ensure the integrity of the dataset.

3.3 Feature Selection and Transformation:
The 32 features in the NSL-KDD dataset are analyzed and transformed as necessary. Categorical features such as protocol type, service type, and TCP status flags are converted into numerical values using techniques like one-hot encoding. This transformation is crucial for CNNs, which require numerical input data.

Table 1: Feature Selection

<table>
<thead>
<tr>
<th>Rank</th>
<th>Feature</th>
<th>Rank</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>srv_serror_rate</td>
<td>17</td>
<td>dst_host_srv_diff_host_rate</td>
</tr>
<tr>
<td>2</td>
<td>serror_rate</td>
<td>18</td>
<td>root_shell</td>
</tr>
<tr>
<td>3</td>
<td>flag</td>
<td>19</td>
<td>wrong_fragment</td>
</tr>
<tr>
<td>4</td>
<td>logged_in</td>
<td>20</td>
<td>dst_host_diff_srv_rate</td>
</tr>
<tr>
<td>5</td>
<td>dst_host_srv_serror_rate</td>
<td>21</td>
<td>dst_host_srv_count</td>
</tr>
<tr>
<td>6</td>
<td>diff_srv_rate</td>
<td>22</td>
<td>rerror_rate</td>
</tr>
<tr>
<td>7</td>
<td>dst_host_serror_rate</td>
<td>23</td>
<td>count</td>
</tr>
<tr>
<td>8</td>
<td>dst_bytes</td>
<td>24</td>
<td>urgent</td>
</tr>
<tr>
<td>9</td>
<td>hot</td>
<td>25</td>
<td>protocol_type</td>
</tr>
<tr>
<td>10</td>
<td>dst_host_same_srv_rate</td>
<td>26</td>
<td>dst_host_srv_rerror_rate</td>
</tr>
<tr>
<td>11</td>
<td>src_bytes</td>
<td>27</td>
<td>dst_host_count</td>
</tr>
<tr>
<td>12</td>
<td>same_srv_rate</td>
<td>28</td>
<td>dst_host_same_src_port_rate</td>
</tr>
<tr>
<td>13</td>
<td>srv_diff_host_rate</td>
<td>29</td>
<td>num_file_creations</td>
</tr>
<tr>
<td>14</td>
<td>service</td>
<td>30</td>
<td>num_shells</td>
</tr>
<tr>
<td>15</td>
<td>num_failed_logins</td>
<td>31</td>
<td>num_compromised</td>
</tr>
<tr>
<td>16</td>
<td>is_guest_login</td>
<td>32</td>
<td>num_root</td>
</tr>
</tbody>
</table>

3.4 Normalization:
Features are normalized to ensure that they fall within a specific range, typically between 0 and 1. Normalization helps in speeding up the convergence of the CNN training process and ensures that all features contribute equally to the model training.

3.5 Splitting the Dataset:
The dataset is divided into training and testing subsets. The training set includes records that the model will learn from, while the testing set includes some attack types that are not present in the training data. This split helps evaluate the model's ability to generalize and detect previously unseen attacks.

3.6 Model Training
Table 1 shows the CNN model is trained using the processed training subset of the NSL-KDD dataset. The architecture of the CNN typically includes several layers:

3.6.1 Convolutional Layers:
The initial layer, Convolution Layer C1, applies a 3x3 filter to the input features, resulting in the generation of 32 feature maps. This layer's primary function is to extract fundamental features such as edges and textures from the input data, which enhances the network's capability to recognize and differentiate between various patterns. The second convolutional layer, Convolution Layer C3, further processes the pooled feature maps by applying another 3x3 filter, producing 64 feature maps. This layer is instrumental in capturing more complex and abstract features from the input, building upon the basic features identified by the preceding convolutional layer.

3.6.2 Pooling Layers:
Pooling layers reduce the dimensionality of the data, making the model more computationally efficient while retaining the most critical features. Following the first convolutional layer, Pooling Layer S2 employs a max pooling operation with a 2x2 filter on the 32 feature maps. This process yields down sampled feature maps, effectively reducing the spatial dimensions. The reduction in spatial dimensions serves to decrease the computational burden and aids in retaining only the most prominent features, thereby
improving the robustness of feature detection. Pooling Layer S4 follows, implementing max pooling with a 2x2 filter on the 64 feature maps generated by Convolution Layer C3. The resultant feature maps are further down sampled, continuing the reduction of spatial dimensions while preserving crucial features. This step is vital for maintaining the efficiency of the network by reducing the overall data size without sacrificing important information.

3.6.3 Fully Connected Layers:
These layers perform high-level reasoning based on the features extracted by the convolutional layers and ultimately classify the input data as either normal or an attack. Subsequently, the network transitions to a Fully Connected Layer, where the feature maps are flattened into a one-dimensional array. Dense layers are then applied to these arrays, transforming the feature maps into a format suitable for classification. This layer serves to integrate the features extracted by the convolutional and pooling layers, thereby preparing them for the final classification stage.

3.6.4 Output Layer:
The final stage of the architecture is the Classification Layer, which outputs classification probabilities corresponding to the number of attack types present in the dataset. For instance, in a dataset containing five classes (one for normal traffic and four for different attack types such as Denial of Service (DoS), User to Root (U2R), Remote to Local (R2L), and Probing), the output layer provides probabilities for each class. This probabilistic output facilitates the determination of the input type, whether it is normal or indicative of a specific attack type.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Function description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convolution layer C1</td>
<td>Apply a 3x3 size filter to the input features, generating 32 feature maps.</td>
</tr>
<tr>
<td>Pooling Layer S2</td>
<td>Apply max pooling with a 2x2 size filter on the 32 feature maps, resulting in down sampled feature maps.</td>
</tr>
<tr>
<td>Convolution layer C3</td>
<td>Apply a 3x3 size filter to the pooled feature maps, generating 64 feature maps.</td>
</tr>
<tr>
<td>Pooling layer S4</td>
<td>Apply max pooling with a 2x2 size filter to the 32 feature maps, which results in further down sampling of the feature maps.</td>
</tr>
<tr>
<td>Fully connected layer</td>
<td>Flatten the feature maps and apply dense layers to convert the feature maps into fully connected layers. The final dense layer outputs the classification probabilities.</td>
</tr>
<tr>
<td>Classification layer</td>
<td>Output: the number of classes corresponds to the number of attack types in the dataset (e.g., 5 classes for normal and four attack types: DoS, U2R, R2L, and Probing).</td>
</tr>
</tbody>
</table>

3.7 Real-Time Detection Capability
The study also investigates the CNN model's capability to perform real-time intrusion detection. This involves testing the model on live network traffic data in an ICS environment simulated using the NSL-KDD dataset. The real-time detection capability is crucial for ICS, where immediate response to detected anomalies can prevent significant damage and ensure operational continuity.

3.8 Adaptability to New and Unknown Threats
Given that the testing set includes attack types that are not present in the training set, the NSL-KDD dataset allows for the evaluation of the model's adaptability to new and unknown threats. The ability to detect zero-day attacks and novel threats is a critical requirement for any effective IDS.
4. Results
Table 3 provides a comprehensive summary of the performance metrics for various network configurations, focusing on their training and testing epoch times, as well as model sizes. This comparison is crucial for understanding the computational efficiency and storage requirements of each model, thereby guiding the selection of an optimal configuration based on specific application needs.

8 Inception Layers, Kernel = 2, 32 Filter configuration demonstrates moderate training and testing times of 162.52 seconds and 85 seconds per epoch, respectively. However, it has a relatively large model size of 33,512 KB, suggesting a trade-off between complexity and storage requirements. The substantial size of the model may be justified by the potential for capturing intricate patterns in the data. 4 Convolutional Layers, Kernel = 2, 32 Filter setup shows improved efficiency with a training epoch time of 98 seconds and a testing epoch time of 33 seconds. The model size is significantly reduced to 3,133 KB, indicating a more compact and potentially faster model in terms of deployment. This configuration offers a balance between performance and storage efficiency, making it a viable option for various applications. 4 Convolutional Layers, Kernel = 2, 32 Filters (Alternative) is another variant with the same configuration but a different model size of 351 KB (Rahman Sobuz, Alam, et al., 2023). This indicates a significant reduction in model size, leading to faster training (86 seconds) and the same testing epoch time (33 seconds). The drastic reduction in model size can facilitate easier deployment in resource-constrained environments without compromising performance. 4 Convolutional Layers + 3 LSTM Layers, Kernel = 2, 32 Filters hybrid model combines convolutional and LSTM layers, resulting in the shortest training epoch time of 56 seconds. However, the testing epoch time is substantially higher at 232 seconds, and the model size increases to 41,133 KB. This suggests a more complex model with high computational demands during testing, suitable for applications requiring both spatial and temporal feature extraction. 3 Convolutional Layers, Kernel = 2, 32 Filter simpler configuration achieves a training epoch time of 67 seconds and a testing epoch time of 44 seconds, with the smallest model size of 273 KB. This configuration offers a balance between efficiency and model size, making it suitable for scenarios with limited computational resources. Its compact size and reasonable performance make it an attractive option for many practical applications. 2 LSTM Layers with State = 512 LSTM-based model exhibits the longest training and testing epoch times, 4,231 seconds and 637 seconds, respectively. The model size is 16,235 KB, indicating significant computational and storage demands. Despite the higher resource requirements, this model is best suited for applications where long-term dependencies in data are critical, such as sequential prediction tasks.
4.1 Overall accuracy rates
The bar chart illustrates the overall accuracy of different network configurations used for classification tasks, highlighting each model's ability to correctly classify instances across all classes. The configuration with 2 LSTM layers with a state size of 512 achieves the highest overall accuracy, underscoring the effectiveness of Long Short-Term Memory (LSTM) layers in capturing temporal dependencies and contributing to accurate classifications. Following closely, the model with 3 convolutional layers (kernel size = 2, 32 filters) demonstrates slightly lower yet substantial overall accuracy, benefiting from the convolutional layers' capability to extract spatial features effectively. The hybrid model, which combines 4 convolutional layers with 3 LSTM layers (kernel size = 2, 32 filters), also showcases high overall accuracy, suggesting that integrating spatial and temporal feature extraction can enhance the model's performance. The two variants of the 4 convolutional layers configuration (kernel size = 2, 32 filters) exhibit comparable overall accuracy, indicating consistency in their performance and robustness in feature extraction. Lastly, the model with 8 inception layers (kernel size = 2, 32 filters) achieves a similar overall accuracy to the other convolutional models despite its complexity, suggesting the inception layers' effectiveness in capturing multi-scale features. The chart reveals high overall accuracy across all configurations, demonstrating their proficiency in correctly classifying instances. The slightly higher accuracy of the LSTM-based model highlights the advantages of temporal feature extraction, while the consistent performance of the convolutional models emphasizes their reliability in handling spatial features. These insights are crucial for selecting the appropriate model architecture based on the specific requirements of the classification task, balancing complexity and classification accuracy.

Table 4 below also presents F1 scores per epoch for various network configurations across multiple datasets (P1 to P5) and an overall aggregate measure ("All"). The F1 score is a crucial metric for evaluating the performance of classification models, as it considers both precision and recall, providing a balanced measure of accuracy.

### Table 2: F1 scores per epoch

<table>
<thead>
<tr>
<th>Network configuration</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 inception layers, kernel = 2, 32 filters</td>
<td>0.777</td>
<td>0.666</td>
<td>0.8</td>
<td>0.666</td>
<td>0.716</td>
<td>0.564</td>
</tr>
<tr>
<td>4 convolutional layers, kernel = 2, 32 filters</td>
<td>0.842</td>
<td>0.667</td>
<td>0.8</td>
<td>0.717</td>
<td>0.8</td>
<td>0.767</td>
</tr>
<tr>
<td>4 convolutional layers, kernel = 2, 32 filters</td>
<td>0.79</td>
<td>0.607</td>
<td>0.776</td>
<td>0.683</td>
<td>0.748</td>
<td>0.644</td>
</tr>
<tr>
<td>4 convolutional layers + 3 LSTM layers, kernel = 2, 32 filters</td>
<td>0.888</td>
<td>0.666</td>
<td>0.857</td>
<td>0.778</td>
<td>0.8</td>
<td>0.655</td>
</tr>
<tr>
<td>3 convolutional layers, kernel = 2, 32 filters</td>
<td>0.725</td>
<td>0.48</td>
<td>0.787</td>
<td>0.672</td>
<td>0.731</td>
<td>0.542</td>
</tr>
<tr>
<td>2 LSTM layers with state = 512</td>
<td>0.701</td>
<td>0.403</td>
<td>0.666</td>
<td>0.689</td>
<td>0.714</td>
<td>0.626</td>
</tr>
</tbody>
</table>

4.2 Network Model Performance:
The RMSE analysis across different epochs reveals distinct performance characteristics for each network configuration. The model with inception layers consistently achieves the lowest RMSE, indicating superior performance in reducing prediction errors. The hybrid convolutional and LSTM models show effective initial learning but some instability over time. Pure convolutional models exhibit robust and stable performance, while the LSTM-only model shows rapid initial improvement but higher variability. These insights are crucial for selecting the most appropriate model architecture based on the desired balance between error minimization and stability in classification tasks.
Figure 3 displays training epoch times for different network configurations, with each bar representing a distinct model configuration. The configuration with 8 inception layers has a longer training epoch time of 158 seconds, likely due to the complexity and depth of the inception architecture. Two configurations with 4 convolutional layers show a more efficient performance with a moderate complexity of 88 seconds. The configuration combining 4 convolutional layers with 3 LSTM layers has the longest training epoch time at 214 seconds, reflecting the added computational demands. The model with 3 convolutional layers has a more efficient training time of 64 seconds, indicating a balance between complexity and speed. The configuration with 2 LSTM layers has the shortest training epoch time of 51 seconds, highlighting the efficiency of LSTM layers in this context.

### Table 3: Comparison of point recall evaluations

<table>
<thead>
<tr>
<th>Scenario No.</th>
<th>Description of Attack</th>
<th>DNN</th>
<th>SVM</th>
<th>TABOR</th>
<th>1D CNN Records</th>
<th>1D CNN Attacks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Attack type 1</td>
<td>0.031</td>
<td>0.252</td>
<td>0.925</td>
<td>0.368</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>Attack type 2</td>
<td>0.636</td>
<td>0.497</td>
<td>0.877</td>
<td>0.265</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>Attack type 3</td>
<td>0.314</td>
<td>0.301</td>
<td>0.258</td>
<td>0.244</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>Attack type 4</td>
<td>0.509</td>
<td>0.285</td>
<td>0.66</td>
<td>0.973</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>Attack type 5</td>
<td>0.908</td>
<td>0.037</td>
<td>0.817</td>
<td>0.393</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>Attack type 6</td>
<td>0.249</td>
<td>0.601</td>
<td>0.555</td>
<td>0.892</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>Attack type 7</td>
<td>0.41</td>
<td>0.503</td>
<td>0.53</td>
<td>0.631</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>Attack type 8</td>
<td>0.756</td>
<td>0.051</td>
<td>0.242</td>
<td>0.795</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>Attack type 9</td>
<td>0.229</td>
<td>0.279</td>
<td>0.093</td>
<td>0.503</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>Attack type 10</td>
<td>0.077</td>
<td>0.908</td>
<td>0.897</td>
<td>0.577</td>
<td>1</td>
</tr>
</tbody>
</table>

### 5. Conclusion

The study presented an in-depth analysis and evaluation of various neural network configurations for detecting cyber-attacks in Industrial Control Systems (ICS). Using Convolutional Neural Networks (CNNs) and hybrid models combining CNNs and Long Short-Term Memory (LSTM) layers, the research explored the effectiveness of these models in identifying anomalies indicative of cyber threats. Utilizing a comprehensive dataset, including the NSL-KDD dataset, the study aimed to enhance cybersecurity measures in ICS environments by developing robust intrusion detection systems (IDS).
The overall accuracy rates provided further insights into the robustness of each configuration. The 2 LSTM layers model achieved the highest overall accuracy, affirming its proficiency in handling temporal data. The convolutional models, particularly those with 4 layers, displayed consistent performance, indicating their reliability in feature extraction. The hybrid model also exhibited high overall accuracy, supporting the notion that combining different neural network architectures can lead to improved classification performance. The Root Mean Square Error (RMSE) analysis across different epochs revealed distinct performance characteristics for each configuration. The inception layers model consistently achieved the lowest RMSE, indicating superior performance in minimizing prediction errors. The hybrid model showed effective initial learning but experienced some instability over time, suggesting the need for further optimization. The pure convolutional models demonstrated robust and stable performance, while the LSTM-only model exhibited higher variability, indicating potential areas for improvement. Despite the promising results, several challenges remain in deploying CNN-based IDS for ICS. One major challenge is the need for large, labeled datasets to train the models effectively. The scarcity of comprehensive datasets hinders the ability to train and evaluate models accurately, leading to potential gaps in detection capabilities.

Furthermore, the dynamic nature of cyber threats necessitates the development of models that can adapt to new and unknown threats in real-time. While current CNN-based detection systems have shown promise in detecting zero-day attacks, their adaptability to novel attack vectors remains limited. Incorporating techniques from online learning and reinforcement learning could enhance the models’ ability to learn and adapt in real-time. The study also highlighted the importance of integrating CNN-based IDS with other security measures in ICS environments. Effective security requires a holistic approach, combining IDS with protocols such as encryption, access control, and anomaly detection. Future research should explore how CNN-based IDS can work in conjunction with these measures to provide a comprehensive cybersecurity framework.

After all, the evaluation of various network configurations provided valuable insights into their strengths and weaknesses, guiding the selection of the most appropriate model architecture based on specific requirements. By addressing the challenges and integrating IDS with other security measures, the deployment of CNN-based detection systems can significantly enhance the resilience and reliability of critical industrial infrastructure. The findings underscore the importance of continuous research and development to keep pace with the evolving landscape of cyber threats, ensuring the safe and efficient operation of industrial processes.
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