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| ABSTRACT 

This article compares sales forecasting models, LSTM and LGBM, using retail sales data from an American multinational company. 

The study employs a meticulous methodology, optimizing memory, performing feature engineering, and adjusting model 

parameters for both LSTM and LGBM. Evaluation metrics, including RMSE, MAE, WMAPE, and WRMSEE, demonstrate that LGBM 

consistently outperforms LSTM in capturing and predicting sales patterns. The analysis favors LGBM as the preferred model for 

retail sales demand forecasting, emphasizing the importance of model selection. This study contributes to practical machine 

learning applications in retail sales forecasting, highlighting LGBM as an effective choice. 
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1. Introduction 

In the dynamic landscape of retail, accurate sales forecasting is imperative for effective inventory management, resource allocation, 

and strategic decision-making. As technology continues to evolve, machine learning models have become instrumental in 

enhancing the precision of sales predictions. This article presents a comprehensive comparative study of two powerful machine 

learning models, Long Short-Term Memory (LSTM) and Light Gradient Boosting Machine (LGBM), applied to retail sales data from 

a multinational company based in America. 

 

The framework of our study, depicted in Figure 1, encompasses crucial stages of data collection, preparation, and analysis, with a 

keen focus on evaluating the performance of LSTM and LGBM models. The retail sales dataset utilized in this research is divided 
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into grouped time series, offering a detailed perspective on calendar details, product prices, and historical sales data. Three distinct 

datasets provide a rich source of information, allowing us to explore the intricate patterns within the sales data. 

 

The methodology unfolds in three main sections: Dataset Collection and Preprocessing (Section 3.1), where we detail the 

characteristics of the retail sales data and the steps taken to optimize it for model training; Long-Short Term Memory (LSTM) 

(Section 3.2); highlighting the specific techniques employed for memory optimization and feature engineering; and Light Gradient 

Boosting Machine (LGBM) (Section 3.3), outlining the principles of the gradient boosting framework and its parameters, along with 

the features crafted for prediction. 

 

Following these methodological steps, we delve into the Evaluation Metrics (Section 3.4), emphasizing the criteria used for model 

comparison, including Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), Weighted Mean Absolute Percentage Error 

(WMAPE), and Weighted Root Mean Squared Scaled Error (WRMSEE). The results, systematically presented in Table 1 and 

illustrated in Chart 1, provide a detailed overview of the models' comparative performance. 

 

The heart of our findings lies in the Comparative Evaluation section (Section 4), where we meticulously analyze the results of our 

experiments. Notably, Light GBM emerges as the frontrunner, consistently outperforming LSTM across multiple evaluation metrics. 

The lower WRMSSE, along with superior values in RMSE, MAE, and WMAPE, positions Light GBM as the more effective model for 

demand forecasting in this specific retail context. 

 

In conclusion, this article not only contributes valuable insights into the practical application of machine learning algorithms for 

demand forecasting but also underscores the importance of choosing the right model for accurate predictions in the retail sector. 

Our study offers a robust methodology and comparative analysis, emphasizing Light GBM as a promising choice for retail sales 

forecasting. The findings open avenues for future research, encouraging the exploration of additional features, parameter tuning, 

and the impact of external factors on forecasting accuracy in similar domains. 

 

2. Related Work  

Gupta et al. [2014] developed a versatile framework using robust machine learning algorithms to enhance customer decision-

making on e-commerce platforms, with a focus on inventory-centric companies. Their model is adaptable for online marketplaces 

without physical inventories, employing statistical and machine learning models to forecast purchase decisions. Emphasizing 

customer segments over individual buyers improves accuracy, and the framework integrates various data sources, such as visit 

attributes, visitor characteristics, purchase history, web data, and context understanding. The research progresses to personalize 

adaptive pricing and purchase forecasting by incorporating web mining, big data technologies, and machine learning algorithms, 

providing a cohesive solution to optimize pricing decisions in the e-commerce domain. 

 

Li et al. [2021] presented a game theoretical model addressing pricing strategies for cause-related products. The study incorporates 

customer prosociality levels and reference behavior, using the overall utility of a regular product as a benchmark. It investigates 

pricing in scenarios with and without competitive responses, emphasizing the significant impact of consumer purchasing behaviors, 

including prosociality levels and recognition of reference points. The research underscores the need for adaptive pricing strategies 

for cause-related products, considering diverse consumer behaviors. 

 

Ensafi et al. [2022] analyzed the sales history of a retail store from a public dataset to predict furniture sales. Various forecasting 

models are employed, starting with classical time-series techniques like SARIMA and Triple Exponential Smoothing. Advanced 

methods, such as Prophet, LSTM, and CNN, are subsequently applied. Model performances are compared using metrics like RMSE 

and MAPE, revealing the Stacked LSTM's superiority. Prophet and CNN also exhibit noteworthy performances in predicting 

furniture sales. 

 

Lindfors et al. [2021] contrasted time series analysis, relying solely on historical sales data, with machine learning models that can 

incorporate additional data in forecasting retail sales. The comparison involves a comprehensive literature review and an empirical 

investigation using Walmart sales data. The forecasting methods applied include ARIMA, Holt-Winter’s exponential smoothing, 

linear regression, decision trees, and artificial neural networks. The empirical results indicate that, for this specific dataset, ARIMA 

and Holt-Winter’s exponential smoothing emerge as the most effective models. 

 

Singha et al. [2022] explored the utilization of advanced Machine Learning algorithms, including the Multi-layered Perceptron 

model (MLP), Convolution Neural Network (CNN), and Long-Short Term Memory (LSTM) Networks, among others, for Time Series 

Forecasting. Subsequently, a comparative analysis is conducted to determine the most effective algorithm. The assessment is 

carried out using the 'Store Item Demand Forecasting' dataset from Kaggle. 
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3. Methodology  

The model's framework is outlined in Figure 1. Following the stages of data collection, data preparation, and data analysis, we 

implement these processes on the two models and assess their performance. A detailed discussion of each step is provided in 

separate sections below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: The entire workflow of our model 

 

3.1 Dataset Collection and Preprocessing  

In this paper, we have used retail sales data of a multinational company based in America. The data is divided into grouped time 

series. We use three datasets; one of the datasets consists of calendar details from 29th Jan of the year 2011 to 19th June of the 

year 2016. It contains details about the dates the products are sold. Our second dataset provides data on the prices of the products 

offered in each store along with their date. Our third dataset has details of historical data for sales of each product and store. The 

dataset involves the sales of 3075 products, classified into three product categories (Hobbies, Foods, and Household), and seven 

product departments distribute their items through ten locations situated across three states. Sales of products in individual stores, 

constituting the lower tier of the hierarchy, can be interconnected across various product categories. 

 

The calendar dataset encompasses various details for each date, including the date itself, the corresponding week ID, the day of 

the week, the weekday number starting from Saturday, the month, and the year. Additionally, it includes information about events, 

specifying both the event name and type, along with a binary variable indicating whether store purchases took place on the 

examined date. The second dataset, focusing on product prices across stores and dates, includes features like item ID and the 

product's price relative to the week. Notably, if this information is unavailable, it signifies that the product remained unsold during 

that particular week. The sales dataset incorporates features such as product ID, department ID, store ID at the location of the 

product sale, the state in which the store is located, and the total number of products sold on a specific day. 

 

3.2 Long-Short Term Memory 

To optimize dataset memory usage, our primary step involves downcasting memory and leveraging memory compression 

techniques to save both space and time during the training process, given the substantial size of our dataset. Furthermore, we 

exclude entries from our initial data where sales are zero, or items are out of stock, contributing to memory reduction. Notably, 

SNAP days exhibit a significant impact on food sales, attributed to the Supplemental Nutrition Assistance Program (SNAP) benefit 

provided by the government. Consequently, these days play a crucial role in sales prediction. 

 

The inclusion of national, religious, and sports events in our analysis reveals heightened sales on the day preceding such events. 

Therefore, we incorporate this feature into our primary dataset, extracting information from our calendar dataset regarding SNAP 

days and the day before events labeled as "eventname_1." These details are encoded and seamlessly merged with our dataset. 
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As part of our methodology, we eliminate specific store identifying features, such as "id." Subsequently, we transpose the dataset 

to ensure the variation of product sales over time, and the data is normalized for further analysis and model training. 

 

3.3 Light Gradient Boosting Machine 

The Light Gradient Boosting Machine (LGBM) is a gradient boosting framework that relies on the Decision Tree Algorithm, primarily 

employed for classification and ranking purposes. Operating on the principle of ensemble learning, LGBM combines multiple weak 

learners to form a robust single learner. This algorithm is particularly favored for handling extensive datasets, given its rapid 

processing capabilities. Notably, LGBM outperforms XGBoost in terms of both time efficiency and accuracy. 

 

To minimize memory consumption in our dataset, we opt for downcasting, employing memory compression techniques to 

efficiently utilize space and reduce training time, given the dataset's substantial size. Additionally, Figure 2 analysis reveals that 

initial data points with zero sales or out-of-stock items are excluded from our analysis. For validation prediction, the target data is 

set 28 days from the training dataset, and the evaluation prediction target is established after 56 days. 

 

 

 

 

 

 

 

 

Figure 2: Sales vs Days 

 

In a Light Gradient Boosting Machine (LGBM), Decision Trees (DT) play a crucial role by employing leaf splitting methods to divide 

nodes, determining the nodes with the highest information gain within each time segment. Due to LGBM's inclination to over-fit, 

controlling the tree depth becomes essential. The algorithm utilizes a Decision Tree technique wherein features are categorized 

into bins and stored in a histogram, facilitating subsequent splits based on these bins. This approach effectively reduces both 

storage and computation costs. Optimization of the LightGBM algorithm is paramount, and this involves adjusting various 

parameters. Key parameters include the learning rate, minimum amount of data in a leaf, feature fractions, number of leaves per 

tree, and bagging fractions, among others. While LightGBM encompasses more than fifty parameters in total, the ones are 

considered the most crucial and commonly used. 

 

In crafting features for prediction, a straightforward lag feature is implemented, considering a time frame of 28 days prior to the 

target. Specifically, lag values are computed for 7, 14, and 28 days. Furthermore, rolling mean lags with window sizes of (7, 28) 

are incorporated, along with individual lags of 7, 14, and 28 days. To enhance the predictive model, data from both the calendar 

and price datasets are shifted by 28 days and seamlessly merged with the sales evaluation training data. 

 

3.4 Evaluation metrics  

Diverse functions are employed to gauge the disparity between predicted and actual values to assess the reliability of the 

algorithmic results. The magnitude of error serves as a benchmark for evaluating the effectiveness of prediction models, with lower 

errors indicating superior performance. Several criteria are utilized for model comparison. In the realm of model evaluation, 

computations are carried out for Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), Weighted Mean Absolute 

Percentage Error (WMAPE), and Weighted Root Mean Squared Scaled Error (WRMSEE). The RMSSE, a modified version of the 

original Mean Absolute Scaled Error (MASE) statistic, is incorporated into the evaluation metrics. 

 

4. Result  

All experiments were meticulously conducted using Python 3.0 and the Scikit-learn (sklearn) library to harness machine learning 

algorithms. The experimentation process took place on an HP workstation equipped with an Intel Core i5-4210U processor 

featuring 2 cores and 4GB RAM. The primary objective of these experiments was to highlight the superior performance of sales 

forecasting models based on Long Short-Term Memory (LSTM) and Light Gradient Boosting Machine (LGBM). The study involved 

a comprehensive comparison conducted on a dataset obtained from an American Multinational Retail company. 

 

Within the context of time-series forecasting, the experiments focused on predicting future sales for a specific store by considering 

various features discussed in the preceding sections. The chosen evaluation method for conducting a thorough comparison was 

the Weighted Root Mean Squared Scaled Error (WRMSSE), meticulously detailed in Section 3.4. The assessment of model 

performance was based on WRMSSE, where a lower value is indicative of a more effective and accurate model. 
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The results of the experiments are systematically presented and analyzed in Table 1, providing a detailed overview of how the 

models performed in terms of WRMSSE. Notably, the findings underscore that Light GBM demonstrates superior performance 

compared to LSTM in our dataset. This outcome highlights the efficacy of Light GBM in the context of sales forecasting for the 

specific parameters and dataset under consideration. The comprehensive experimental approach and detailed evaluation 

methodology contribute valuable insights into the comparative performance of LSTM and LGBM models, specifically tailored for 

sales forecasting in the context of the American Multinational Retail company's dataset. 

Table 1: Comparative Evaluation of different machine learning models 

Model WRMSSE RMSE MAE WMAPE 

     

Light GBM 0.7255 4233 2325.28 0.1158 

     

LSTM 0.8966 5124 2459.05 0.1445 

     

 

 

In the realm of demand forecasting, a key consideration is the model's ability to provide accurate predictions, minimizing error 

metrics such as Weighted Root Mean Squared Scaled Error (WRMSSE), Root Mean Squared Error (RMSE), Mean Absolute Error 

(MAE), and Weighted Mean Absolute Percentage Error (WMAPE). In the presented comparison between Light GBM and LSTM 

models, it is evident that Light GBM outperforms LSTM across multiple metrics. 

 

 
 

Chart 1: Evaluation metrics evaluation of different machine learning Algorithms 

 

Light GBM achieves a significantly lower WRMSSE value of 0.7255 compared to LSTM's 0.8966, indicating a superior ability to 

capture and predict intricate patterns in the demand data. Additionally, when examining individual error metrics, Light GBM 

demonstrates better performance with lower RMSE (4233 vs. 5124), MAE (2325.28 vs. 2459.05), and WMAPE (0.1158 vs. 0.1445) 

values. 

 

The lower WRMSSE, along with consistently lower values across other error metrics, positions Light GBM as the more effective 

model for demand forecasting in this specific context. These results suggest that Light GBM provides more accurate predictions 

with reduced error, making it a preferable choice for applications requiring precise demand forecasting. 

 

5. Conclusion and Discussion  

The methodology presented in this article outlines a comprehensive approach to sales forecasting, utilizing both Long Short-Term 

Memory (LSTM) and Light Gradient Boosting Machine (LGBM) models. The initial steps involve data collection, preparation, and 

analysis, followed by the application of these processes to both models for performance evaluation. The dataset used comprises 

retail sales data from a multinational company in America, categorized into grouped time series. Three key datasets provide 
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information on calendar details, product prices, and historical sales data. The hierarchical structure of departments and the 

integration of various features, such as event details and SNAP days, enrich the dataset for accurate forecasting. 

 

In the case of LGBM, its decision tree algorithm, coupled with efficient leaf splitting methods, contributes to its effectiveness in 

handling the dataset's complexity. Memory optimization techniques, such as downcasting and exclusion of zero sales or out-of-

stock items, are applied to enhance the model's efficiency. Notably, the incorporation of features like national events and SNAP 

days further refines the model's predictive capabilities. Concurrently, the LSTM model leverages its ability to capture temporal 

dependencies in time-series data. Transposing the dataset, lag features, and rolling mean lags are implemented to enhance the 

LSTM model's predictive accuracy. 

 

The results from the experiments, as presented in Table 1 and Chart 1, showcase that Light GBM consistently outperforms LSTM 

across multiple evaluation metrics. Notably, the WRMSSE values are substantially lower for Light GBM, indicating its superior ability 

to capture and predict sales patterns. This suggests that, in the context of demand forecasting for retail sales, Light GBM is a more 

effective and accurate model compared to LSTM. 

 

In conclusion, this study demonstrates the efficacy of both LGBM and LSTM models in the domain of sales forecasting. The detailed 

methodology, encompassing data collection, preprocessing, and model optimization, provides a robust framework for future 

studies in similar domains. The comparative analysis reveals that Light GBM stands out as the preferred model for demand 

forecasting in this specific scenario. Its superior performance, indicated by lower WRMSSE, RMSE, MAE, and WMAPE values, 

showcases its capability to handle the complexities of retail sales data. 

 

This research contributes valuable insights into the practical application of machine learning algorithms for demand forecasting in 

the retail sector. Future research could explore additional features, model parameter tuning, and the impact of external factors on 

forecasting accuracy. Overall, the findings emphasize the significance of choosing the right model for accurate demand forecasting, 

with Light GBM emerging as a promising choice in this context. 
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