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| ABSTRACT 

Nowadays, many people spend their time on the Internet, and the number of people subscribed to mobile phones is 69.4% of 

the 5.61 billion population in the world. To handle this situation, we need to implement a high-performance Distributed Cluster 

System (DCS) in the correct architecture as well. We separated the cluster for each purpose and gave it a unique VLAN. This study 

uses a mix of methodologies between case study and system development with evaluation after implementation. We observe all 

aspects of built-in technologies. In this research, monolith spikes us for performance issues, and also, the infrastructure is messy 

implemented. Event Based System (EBS) helps DCS to absorb high processing tasks in peak situations. EBS can easily lose a couple 

as needed. Labeling the incoming data assists us in managing inconsistent distributed data in the environment. Our research was 

evaluated for two weeks. The result is very pleasant, and the requirements in this research were satisfied. 
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1. Introduction 

Nowadays, hours spent on the internet are growing significantly. The data said the average hours spent using the internet through 

mobile phones were 4 hours (data.ai, 2023). Furthermore, the number of people subscribed to mobile phones was 69.4% of the 

5.61 billion population (DataReportal, 2023). From this activity, we can see that the application/website is being accessed a lot by 

mobile phones and is generating significant revenue. For example, Facebook's largest revenue comes from mobile phone 

advertisements (Statista, 2019). Therefore, to ensure the stability and continuity of the application, it is necessary to have the right 

architecture and calculations to create distributing processes, queue systems, and process resolution within it. Implementing a 

clustered and distributed system alone is not enough; deep knowledge of how the system works is required. Lack of knowledge 

and experience in maintenance, management, and improper configuration can lead to serious and costly mistakes, damaging both 

the company's financial aspect and reputation (Clinch, 2015), (Guardian, 2015). Therefore, implementing a distributed system poses 

various challenges, such as difficulty in finding suitable experts and high implementation costs. 

 

Dispersed distributed cluster frameworks speak to a crucial column in computer science, advertising capable arrangements to 

address the ever-growing requests for versatility, unwavering quality, and execution in cutting edge computing situations. Be that 

as it may, in spite of their various benefits, these frameworks are not without challenges and issues. One critical concern rotates 

around the complexity inalienable in planning, actualizing, and keeping up conveyed clusters. As these frameworks regularly 

include various interconnected hubs or servers, guaranteeing consistent communication, information consistency, and blame 

resilience over the cluster presents impressive challenges. Furthermore, the heterogeneity of equipment and program components 

inside conveyed clusters can present compatibility issues and assist in complicating framework administration and optimization 

endeavors. In addition, accomplishing ideal stack adjusting and asset assignment over conveyed clusters remains a progressing 
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challenge, requiring modern calculations and techniques to successfully convey workloads and maximize framework efficiency 

(Lou, 2021). 

Another basic issue in dispersed cluster frameworks relates to security and information keenness. With information being 

disseminated over numerous hubs or servers inside the cluster, guaranteeing secrecy, astuteness, and accessibility becomes vital. 

The decentralized nature of disseminated clusters presents vulnerabilities to unauthorized access, information breaches, and 

malevolent assaults. Actualizing strong security components, encryption procedures, and getting controls is fundamental to 

relieving these dangers and protecting delicate information. Additionally, keeping up information consistency and coherence over 

disseminated clusters poses critical challenges, especially in scenarios including concurrent get to and upgrades to shared 

information assets. Procedures such as disseminated exchanges, replication, and synchronization components are frequently 

utilized to address these challenges and guarantee information keenness and consistency over the disseminated cluster 

environment. In general, whereas dispersed cluster systems offer immense potential for scalable and reliable computing, 

addressing these issues is crucial to unlocking their full benefits and ensuring their successful deployment in real-world 

applications. 

2. Literature   

2.1 Distributed System Cluster 

Distributed System Cluster (DSC) is the grouping or merging of uniform functions from nodes/servers/VMs, aiming to enable 

applications to process data simultaneously with large and fast capacities (Talmale, 2021), (Mohd, 2001), (Cheng, 2018). The large 

capacity is achieved through the distribution of tasks within the cluster system. Another advantage of this distributed cluster system 

is the assurance of availability and ease of maintenance. However, the implementation of DSC also comes with a variety of 

complexities, depending on the number, diversity of functions, and the type of infrastructure services owned. In some industries 

that have implemented DSC, various types of infrastructure are used, including cloud, on-premises, and hybrid (mixed 

infrastructure).  

 

2.2 High Availability and Load Balancing 

Load Balancing (LB) is a configuration technique that utilizes two or more nodes/servers/VMs to distribute processing loads, 

making the created processes faster and capable of completing many tasks within a specific timeframe. On the other hand, High 

Availability (HA) is used for mutual backup between interconnected nodes/servers/VMs (Shahid, 2020), (Eibl, 2019), (Afzal, 2019). 

This configuration technique is commonly used for applications requiring high performance, substantial processing capacity, and 

guaranteed availability, achieved when both LB and HA are combined in the configuration. The combination forms a cluster, 

maximizing usage compared to utilizing only one of them. This technique can be applied to various types of functions on 

nodes/servers/VMs, such as databases, web servers, queuing systems, cookie/cache systems, and more.  

 

2.3 Monolith and Event Based System 

Monolithic architecture is a traditional way of designing and implementing a system. The monolithic system is considered to have 

many drawbacks, such as the difficulty of making changes to the software features that need modification, challenges in scaling 

up, and system processes slowing down as the number of users accessing the system increases, among other issues (Auer, 2021), 

(Gos, 2020), (Elgheriani, 2022). The difficulty in development becomes a bottleneck when the system is used by an increasing 

number of customers. Therefore, architectural changes are needed before the trend of increasing customer numbers experiences 

a significant rise. This change requires thorough planning and an experienced team to carry out the architectural transformation. 

 

To achieve optimal performance in a production system, it is essential to have a system that facilitates development, vertical and 

horizontal scaling, and maintenance without prolonged downtime. This means the system can be easily assembled and 

disassembled as needed. The design of this system leverages Event-Based System (EBS) technology. EBS utilizes events to process 

data across various services. In other words, when a data processing request occurs, this service will work and send the data to the 

intended service for processing and storing it in the database (Eisenhauer, 2009), (Tragatschnig, 2018), (Lazzari, 2023). Additionally, 

EBS can assist in managing queues in data processing asynchronously. 

 

3. Methodologies 

This research employs a system development approach combined with a literature review and case studies (Yearworth, 2013), 

(Hassani, 2017), (Mbanaso, 2023), (Nallaperumal, 2013), (Van der Mewer, 2019). We obtained case studies from a big application 

which served customers approx. 1K – 5K traffic an hour. A literature review is used to provide insights, draw conclusions from 

various scientific references, and address problems identified through observation. The research method can be depicted in the 

figure 1 below.  
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Fig 1. Research Method 

The observation stage was conducted with several different applications that we used for this research, and the conclusion is as 

follows:  

● Lack of Performance in Infrastructure and Data Processing 

● Lack of Data Consistency, integrity, and prevention data loss (System Disruption) 

● Difficulties of workloads, scaling, recovery, and maintenance of the systems. 

● Difficulties reach zero downtime services. 

● Difficulties of Security Configuration.  

 

4. Analysis, Results, Evaluation  

4.1 Analysis 

To address the above question, a thorough analysis of the research object is required. This analysis starts from the infrastructure 

scheme to the process flow of the running application and the configuration scheme of the database. The goal is to understand 

the root cause of the issues occurring in the research object. This analysis is conducted through focus group discussions with 

literature studies, where the results yield two architectures: the infrastructure architecture and application flow process architecture, 

which can be depicted in Figures 2 and 3. 

 

Fig 2. Messy Infrastructure Architecture Scheme. 
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Figure 2 represents the observation results of the existing issues. This figure explains that there is no automatic High Availability 

function yet, no load balancing function, and no grouping of device functions. This is indicated by Server A, which actively functions 

as the workload processor, while Server B functions passively. In other words, if a failure occurs on Server A, Server B will replace 

it manually. Of course, this would be inconvenient in the event of device failures or flooding traffic incidents and could lead to data 

redundancy when processing data experiences delays. After obtaining observation results from the infrastructure, we proceeded 

to observe the process flow, which can be depicted below.  

Similarly, Server C and Server D function as API Services, serving as business logic connected to the database. The connection 

between servers C and D to the database systems is still managed through a proxy server (data). The purpose of this setup is to 

distribute the task of storing data on the Database Server located at the end of the diagram. Unfortunately, automatic replication 

between Database Server 1 (Master) and Database Server 2 (Master) and the Database Slave has not been found in the database 

server configuration. Replication configuration between database servers is still done through cronjob/crontab services. Such 

configuration can lead to data inconsistency within the database. Additionally, the use of 2 database servers (Master) and 1 

database slave may not be appropriate because application users are more likely to view the content of their applications rather 

than inputting data.  

 

Fig 3. Monolith Application Flow Process. 

Further observations were conducted on the process flow, which can be depicted in Figure 3. In this observation, a simple process 

within the application flow was found, known as the Monolith Scheme. The monolith scheme explains the use of simple processes 

that may potentially lead to process overload due to still using a single process and not combined with an event broker system. 

Another potential issue with using the monolith system is the loss or corruption of data due to unfinished data processing when 

an overload occurs. This can lead to difficulties in filtering and identifying such data.  

 

4.2 Results 

After conducting observations to analyze the issues, we proceeded with a literature review as outlined in Point 2 above. From the 

literature review, conclusions were drawn, which can be depicted in Figure 4 below, regarding the improvement of architecture for 

cluster schemes and distribution systems. In addition to the improved infrastructure architecture, we also made improvements to 

the cluster system, as shown in Figure 5 and Figure 6. As for the improvement of process flow, it is illustrated in Figure 7 below. To 

facilitate data classification, the addition of identifiers indicating the origin of the data processed was implemented, as shown in 

Table 1. 
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Fig 4. Secure Cluster & Distributed Architecture Scheme 

Figure 4 explains that in order to address the issues in this research, it is necessary to improve the architecture of the case studies 

obtained from Figures 2 and 3. The architecture improvement is done by grouping and remapping according to the function of 

each machine. The aim is to enable infrastructure managers to easily manage, maintain, and respond quickly to downtimes, 

distribute tasks in processing, perform mass configuration, and scale horizontally if there is a need in the future. Once grouped, 

new communication pathways (VLANs) can be established for each group to ensure the security of each device group. 

In Figure 4, we also designed the architecture by emphasizing security aspects. Security in this architecture can start from the 

Segregation of the Network, the use of API Gateway Management, the clustering of server types (cluster), which are configured as 

depicted in Figure 5, and the use of 2 layers of firewall (internal and front firewall). We also utilize pre-built hardening OS (CIS, 

2024) to enhance security at the operating system level, and configuring OS security will be easier and faster. Additionally, this 

architecture can address the questions raised during the observation, specifically the difficulties of security configuration.  

 

 

Fig 5. Inside Sever Group (cluster) in Architecture Scheme 

Figure 5 illustrates the necessity of configuring Load Balancing combined with high availability. The purpose of using this 

configuration is to ensure the reliability and continuity of the system and applications. Additionally, the implemented load 

balancing will be capable of distributing processes according to the capacity of each node. This will align with addressing the 

problem of lack of performance. 
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Fig 6. Inside Database Group (cluster) in Architecture Scheme 

Figure 6. depicts the separation and delegation of tasks in data processing within the database. This separation and delegation are 

carried out to enhance performance in data processing. The scheme formed in this research clusters the database using a 1:2 ratio, 

where the ratio for processing data to be displayed using queries (Views Data) is much larger than the data processed for purposes 

of alteration, deletion, and creation of new data. The objective of creating this ratio is to provide capability and performance 

improvement in the process of viewing data because viewing data will be processed far more frequently than processes for altering, 

deleting, and creating new data. 

Table 1. Data Labeling in Incoming data and process. 

 

In Table 1, we provide labels for each newly created data and data that has been successfully updated. This data labeling is done 

by appending the IP Host where the data was successfully processed. The purpose of labeling this data is to avoid inconsistent 

data (Data Redundancy) resulting from system failures so that the team can easily identify this data if a system failure occurs. Data 

labeling is performed for each data that is processed for alteration as well as for new data. 

 

Fig 7. Event Based System in Application Flow Process Scheme. 

Figure 7 represents the changes that have been made to improve the previous system. These changes are supported by the use 

of an event-based system. The purpose of using this system is to easily manage, distribute, and distribute processes (workloads at 

a specific point), as well as replicate processed data to data storage locations. Additionally, an API Gateway has been added to 
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protect endpoints from direct access to the node where the endpoint originates. Furthermore, we have also divided and grouped 

endpoints for API services with similar functions and processes to facilitate the management of these endpoints.  

4.4 Evaluation 

After two weeks of evaluation, which involved monitoring performance, workload distribution, and data processing, the following 

results were obtained: 

 

● No slow processes were found due to an overloaded system. 

● No decrease in application performance was observed. 

● No downtime was experienced during monitoring. 

● No inconsistent data was found due to production system failures. 

● The management team could easily manage both the infrastructure and applications.  

 

5. Conclusion  

This research undertook a comprehensive investigation into the implementation strategy for performance optimization in a 

Distributed Cluster System (DCS) within the context of increasing global internet usage and the growing reliance on mobile phones. 

The study revealed challenges within the existing monolithic architecture, including performance issues and messy infrastructure 

implementation. The adoption of an Event-Based System (EBS) emerged as a pivotal solution to absorb high processing tasks 

during peak periods, manage data inconsistencies, and enhance the overall system performance. Additionally, the research 

addressed challenges related to load balancing, high availability, and security configurations. Through a two-week evaluation, the 

implemented improvements demonstrated significant success, eliminating slow processes, maintaining high application 

performance, ensuring zero downtime, and preventing data inconsistency. The findings highlight the importance of strategic 

architectural adjustments and the integration of advanced systems to meet the demands of a rapidly evolving technological 

landscape. 

 

In summary, the research not only identified crucial issues in the existing system but also proposed a refined architecture featuring 

secure clusters and distributed schemes. The improvements encompassed load balancing, high availability configurations, and the 

incorporation of an Event-Based System to streamline processes. The evaluation phase validated the effectiveness of these 

enhancements, showcasing their capability to overcome previous challenges and provide a stable, high-performance environment. 

The research underscores the significance of well-planned architectural changes and the utilization of modern technologies to 

optimize the performance of distributed cluster systems in the face of increasing demands on internet-based applications and 

services. 
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