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| ABSTRACT 

This paper introduces an innovative approach to forecasting stock prices. Forecasting stock prices is crucial in assisting investors 

in making informed decisions. Our research presents a unique method that utilizes transformer-based machine learning approach 

for stock price forecasting. This method exploits self-attention mechanisms to grasp intricate patterns and dynamics within 

historical stock price data. To bolster our model performance, we integrate investors’ sentiment collected from social media by 

using sentiment analysis with the help of natural language processing. Utilizing the variation caused by investors’ sentiment over 

time, as well as external macroeconomic factors, our proposed model outperforms benchmark models. Through extensive 

comparisons with various benchmark machine-learning algorithms, results produced by our proposed method are favorably 

comparable to those produced by conventional approaches. Across multiple machine learning models, our preferred model 

demonstrates superior performance, achieving an RMSE value of 0.96 compared to the RMSE value of 1.58 obtained from LSTM 

model. 
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1. Introduction 

Navigating stock prices is a challenging endeavor, yet it can be highly rewarding when forecasts are accurate. The scholarly 

community has focused its research on this domain, characterized by its complexity arising from the substantial volatility in the 

movement of stock prices. Stock prices are influenced by various technical indicators and information sources, making prediction 

challenging given the vast amount of available data. Nevertheless, technological advancements, especially in processing extensive 

temporal data, contribute to ongoing improvements in achieving higher prediction accuracy within this field. Yet, advanced 

approaches such as RNNs face challenges in capturing long-term dependencies in stock price data because of the gradient 

vanishing and exploding. 

Various methods have been developed to forecast future stock prices, encompassing statistical techniques and machine learning 

methods. Statistical methods, such as auto-regression (AR), autoregressive moving average (ARMA), and autoregressive integrated 

moving average (ARIMA), leverage ground truth data to learn trends and patterns. Machine Learning and Deep learning 

approaches, including convolutional and recurrent neural networks, have also been applied to model stock price data. However, 

these models face challenges like "gradient vanishing and exploding" in RNNs and limitations of convolutional filters, affecting 
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their ability to capture long-term and complex relations in sequence data. In this study, we introduce a novel time series forecasting 

approach based on the Transformer architecture (Vaswani et al., 2017). Unlike conventional sequencial models, Transformers 

process the entire sequence simultaneously, using self-attention mechanisms to learn dependencies. This makes Transformer-

based models adept at capturing complex dynamics in time series data. In order to train the proposed Transformer model, we 

combine stock price data from Yahoo Finance with investors’ sentiment obtained from social media and process it with Natural 

Language Processing (NLP). Within the realm of finance, the Efficient Market Hypothesis posits that asset prices aren't solely 

dependent on past information but rather react to new information, such as financial news articles and social media blogs (Titan, 

2015). These sources possess the ability to impact the sentiments of investors and traders. We further enrich our dataset by 

amalgamating indicators for the macroeconomic environment as well as future anticipated macroeconomic policy variables. Recent 

literature on finance provides empirical evidence that investors’ behavior and, therefore, stock prices can be affected by current 

macroeconomic conditions as well as anticipated future macroeconomic policies. Future macroeconomic policies can often be 

anticipated ahead of time as central banks engage in discussions about their intention, and such macroeconomic policies can 

affect the investment market. Investment market agents, therefore, try to take advantage of that by adjusting their current behavior 

based on anticipated future macroeconomic policies. In particular, we incorporate future interest rates as a representation of 

anticipated future interest rates alongside other macroeconomic indicators such as the Consumer Price Index (CPI), unemployment 

rates, and prevailing interest rates. All these factors have the potential to exert a substantial influence on the stock market. Our 

contribution to the literature includes the following: 

1. We propose a transformer model that resolves gradient vanishing and exploding and utilizes self-attention mechanisms 

to learn long-term dependencies. 

2. We enrich our data by amalgamating historical stock price data with investors’ sentiment obtained from social media and 

processed by natural language processing approaches. We further enrich our data by combining macroeconomic 

indicators and anticipated future macroeconomic policy changes. 

Relying on the advanced transformer model, we improve the accuracy of stock price predictions by amalgamating information 

from social media, which captures investors’ sentiments, along with historical stock price related data and external current and 

expected future macroeconomic indicators. To our knowledge, our study first utilizes such a comprehensive approach to 

outperform conventional approaches. Our proposed model outperforms the benchmark model with an RMSE value of 0.96 

compared to the LSTM model with an RMSE value of 1.58. 

2. Literature Review 

Whereas early literature mostly relied on statistical models, such as ARIMA, SARIMA, etc., recent literature has grown substantially, 

exploring the application of advanced algorithms, such as the RNN family, for stock price forecasting, with LSTM being the most 

widely used algorithm. With the help of a combination of short-term and long-term cells, LSTM can capture dependencies over 

longer periods. Given the intricacies and volatilities of stock data, researchers have also considered applying hybrid models 

incorporating LSTM layers for stock prediction. Another version of the algorithm under the umbrella of Deep Neural Networks, 

GRU, involves fewer parameters, making it computationally faster and more practical, especially for large stock datasets. Attention, 

a mechanism addressing the relationship between current and previous information, shows great potential in capturing sequential 

interactions. The remainder of this section will discuss various applications of such algorithms present in the current literature for 

forecasting stock prices. 

LSTM has drawn much attention in the current literature for solving stock price predictions [Srijiranon et al. [2017] and Nguyen 

and Yoon [Srijiranon, 2022]. In [Salloum, 2017], news and historical data undergo preprocessing using FinBERT [Nguyen, 2019] and 

Principal Component Analysis (PCA) [Araci, 2019], respectively. Srijiranon (2022) incorporates prior knowledge through transfer 

learning [Abdi, 2010], resulting in significant improvements in prediction performance. Selvin et al. [2009] integrate LSTM with 

Convolutional Neural Network (CNN) to forecast stock prices. The data first enters a CNN layer to capture locational features, 

followed by an LSTM layer. During experimentation, the model, trained on the Infosys dataset, demonstrates good performance 

when applied to TCS and Cipla. Kim and Won [2017] combine LSTM with various GARCH-type models to predict stock price index 

volatility. The input includes GARCH parameters, EGARCH parameters, and explanatory variables. After concatenation, the data 

undergoes a single LSTM layer and two dense layers to obtain the final prediction. In experiments, the proposed model surpasses 

GARCH models and LSTM under the KOSPI 200 dataset. Sunny et al. [2024] apply Bi-Directional LSTM (BI-LSTM) to forecast stock 

price trends. The model comprises a RELU activation layer, two hidden BI-LSTM layers, one dropout layer, and one dense layer. 

Adjusting hyperparameters leads to a lower RMSE compared to LSTM models, enabling stock traders to achieve financial profits 

with a sustainable strategy. Zhang et al. [2018] utilize an LSTM-based model for forecasting stock price trends with limited order 

book data, capturing instant bid and ask information every 3 seconds. The model, named DeepLOB, consists of six CNN layers, 

three parallel inception layers, and one LSTM layer. Experimental results demonstrate that DeepLOB outperforms time-series 

related models when applied to the London Stock Exchange. 
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Hossain et al. [2020] employ GRU-based models for stock prediction. Utilizing S&P 500 historical time series data, the proposed 

model demonstrates superior performance compared to former state-of-the-art methods. Shahi et al. [2019] utilize LSTM and GRU 

for stock market forecasting. The model involves three data transformation processes: preprocessing stock and news data, followed 

by concatenation into a time series sequence generator. In the NEPSE dataset experiment, it is revealed that news data aids in 

prediction, with GRU outperforming LSTM. Gao et al. [2018] propose a method that combines GRU with LASSO or PCA for price 

trend prediction. The model initially uses LASSO or PCA for dimension reduction, followed by an LSTM or GRU layer for the final 

prediction. The experiment, using Shanghai Composite Index data, shows that GRU with LASSO dimension reduction performs 

better. Wu et al. [2023] use GRU with a Tree Regularization technique (GRU-Tree) to forecast the price trend. In this method, a 

GRU-based neural network is converted into a decision tree. Results using a dataset of the SSE Composite Index in China indicate 

that GRU-Tree outperforms both the decision tree and GRU-based methods. 

A multi-input LSTM and attention-based neural networks were first integrated by Li et al. [2020]. The proposed method generates 

output with significantly improved performance compared to several existing benchmark methods. Empirical evidence from a 

transformer-based model was offered by Muhammad et al. [2021]. The model was trained on Dhaka Stock Exchange (DSE) stock 

price data and was used for forecasting daily, weekly, and monthly stock prices, yielding promising results. Other studies that 

considered transformer-based models include Liu et al. [2023], Zhang and Zohren [2019] and Sridhar and Sanagavarapu [2016]. 

We contribute to the literature by using the original transformer model comprised of encoder and decoders, proposed by Vaswani 

et al. (2017), trained on historical stock price data from Yahoo Finance combined with other external factors (sentiment index and 

macroeconomic factors). Our proposed model outperforms existing benchmark models. 

3. Methods 

3.1 Transformer Model 

The original Transformer model proposed by Vaswani et al. in 2017 is a sequence-to-sequence model and consists of an encoder-

decoder configuration. It takes a sequence from the input and generates the output sequence. Despite potential disparities in 

sequence length between the source and target sequences, the model encodes the source sequence into a fixed-length 

representation for subsequent decoding in an auto-regressive manner. This auto-regressive property imposes the need for 

information to propagate back to the sequence's beginning, a constraint applicable to time-series analysis as well. However, the 

auto-regressive nature of machine learning models during training can sometimes lead to the memorization of past observations 

rather than generalizing to new data. 

 

Figure 1: Basic Transformer Architecture 
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To address these challenges, Transformers employ self-attention and positional encoding techniques, enabling them to jointly 

attend to and encode ordered information as they analyze current data samples in a sequence. Unlike traditional recurrence-based 

models, Transformers preserve sequential information while eliminating the memorization problem. These techniques also 

leverage parallelism, thereby ensuring the maximum utilization of compute resources. Recent research endeavors have explored 

incorporating recurrent components into Transformers. 

In the classical model, each embedded word is processed sequentially, relying on the output from the previous cell. In contrast, 

the Transformer processes the entire input sequence simultaneously, eliminating the need for sequential data processing. The 

sequence order is maintained through positional encoding. In the context of the self-attention operation, the Transformer 

architecture relies on finding associations between input segments by employing the dot product after incorporating positional 

information. 

3.2 Dataset 

The data utilized in this research has been gathered from diverse sources. We obtained historical daily stock price information for 

S&P500 ticker symbols from publicly accessible Yahoo Finance. Out of the 500 ticker symbols, we selected 10 symbols that have 

the strongest partial autocorrelation for any lags, ensuring that identified ticker symbols demonstrate robust serial autocorrelation, 

a crucial factor in constructing effective time-series models. Data on interest rates were sourced from Fred’s data repository, while 

unemployment rates and Consumer Price Index (CPI) data were extracted from the World Bank’s World Development Indicators 

(WDI) database. The research also incorporates the Tweets dataset from Kaggle. We applied various text cleaning methods that 

included converting all text to lowercase and removing numeric characters, Tweeter mentions, URLs, some special characters, and 

other texts that may not carry any relevant information. This tweet data is then classified using natural language processing to 

represent investors’ sentiments reflected in the tweets. These distinct datasets were then consolidated into a unified dataset by 

appending them together. The analysis is limited to the duration of December 2022 to March 2023. The fusion of these datasets 

creates a comprehensive empirical corpus, allowing a correlation between daily Twitter sentiment and daily stock price movements. 

4. Results and Discussions 

 

 

 

 

 

 

In Table 1, we present results obtained from the Transformer model and compare its performance with those of other benchmark 

models, such as Random Forests and Light GBM. Data is split into 80% training set and 20% test set, and then the Transformer 

model along with LSTM, Random Forests and Light GBM models were trained and tested on two datasets: one with sentiment and 

one without that. We perform various hyperparameter tunings and determine hyperparameter values for optimized performance. 

We assess various models’ performances using Root Mean Square Error (RMSE) and Mean Absolute Error (MAE). Results from the 

transformer model demonstrate superior performance across both measures and datasets. RMSE value obtained from the 

transformer model trained using investors’ sentiment is 0.96, whereas that from the model trained without sentiment is 0.97. 

Similarly, the transformer model demonstrates superior performance in terms of MAE as well. The transformer model trained on 

data that includes sentiments demonstrates superior performance in terms of MAE as well, with an MAE of 0.99 compared to that 

obtained from the model trained on data without sentiments. Furthermore, results from all four models trained on the dataset 

containing investors’ sentiment exhibit superior performance compared to those trained without that, as indicated by both RMSE 

and MAE. Performances across several models demonstrate the supremacy of the transformer model. Stock prices are often 

characterized by long term intricate signals that can affect future stock prices. Conventional models such as GRUs/LSTMs suffer 

weakness as these models fail to capture long term dependencies because of vanishing gradients and gradient explosion. 

Transformer model architecture overcomes this weakness by introducing a self-attention mechanism. Transformer models are thus 

the most appropriate for explaining future stock prices. Results from empirical experiments also support this assertion. 

5. Conclusion 

This study introduces an innovative approach to forecast stock prices utilizing the transformer model, integrating investors' 

sentiment reflected in social media along with macroeconomic indicators and expected shifts in macroeconomic policies into the 

models. We empirically establish the supremacy of the transformer model in predicting stock prices. Subsequently, we compare 

Table 1: Performance matrices of various models 

 RMSE MAE 

 

With Sentiment 

Without 

Sentiment 

With 

Sentiment 

Without 

Sentiment 

Transformer Model 0.96               0.97             0.99 1.27 

LSTM 1.33 1.58 1.44 1.45 

Random Forests 1.59 1.61 1.77 1.78 

Light GBM 1.89 1.81 3.15 3.01 
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model performance on two datasets: one with investor sentiment and other external variables and one without. Model evaluation, 

using RMSE and MAE, consistently favors datasets incorporating investor sentiment across machine learning models. These results 

provide compelling evidence that our proposed method outperforms existing approaches, holding significant promise for 

academic research and practical industry applications. This approach could potentially disrupt the investment market, offering 

enhanced return on investment. Investors can leverage our method for more informed and advantageous investment decisions. 

Further investigations could explore the sensitivity of predictive accuracy in relation to more stock specific sentiment in social 

media. 

Funding: This research received no external funding.  
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