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| ABSTRACT 

Lung cancer stands as the leading cause of death in the United States, attributed to factors such as the spontaneous growth of 

malignant tumors in the lungs that can metastasize to other parts of the body, posing severe threats. Notably, smoking emerges 

as a predominant external factor contributing to lung problems and ultimately leading to lung cancer. Nevertheless, early 

detection presents a pivotal strategy for preventing this lethal disease. Leveraging machine learning, we aspire to develop robust 

algorithms capable of predicting lung cancer at its nascent stage. Such a model could prove instrumental in aiding physicians in 

making informed decisions during the diagnostic process, determining whether a patient necessitates an intensive or standard 

level of diagnosis. This approach holds the potential to significantly reduce treatment costs, as physicians can tailor the treatment 

plan based on accurate predictions, thereby avoiding unnecessary and costly interventions. Our goal is to establish a sustainable 

model that accurately predicts the disease, and our findings reveal that XGBoost outperformed other models, achieving an 

impressive accuracy level of 96.92%. In comparison, LightGBM, AdaBoost, Logistic Regression, and Support Vector Machine 

achieved accuracies of 93.50%, 92.32%, 67.41%, and 88.02%, respectively. 

| KEYWORDS 

Lung cancer, Malignant tumors, XGBoost. 

| ARTICLE INFORMATION 

ACCEPTED: 01 January 2024                           PUBLISHED: 20 January 2024                   DOI: 10.32996/jcsts.2024.6.1.12 

 

1. Introduction 

This comprehensive research endeavors to devise an effective model for predicting lung cancer by employing advanced machine-

learning algorithms. The study follows a meticulous approach, commencing with the collection of pertinent health data from 5000 

individuals with lung issues sourced from various clinics and hospitals in Dhaka, Bangladesh. The dataset comprises 25 clinical 

features, forming the basis for a detailed analysis outlined in a structured framework of five essential stages. These stages include 
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Data Collection, Data Preprocessing, Data Filters and Feature Selection, Data Training, and the utilization of diverse Machine 

Learning Algorithms. 

 

The core of the research lies in the application of machine learning algorithms, encompassing XGBoost, LightGBM, AdaBoost, 

Logistic Regression, and Support Vector Machine. Each algorithm undergoes thorough evaluation based on its performance 

metrics, with XGBoost emerging as the top-performing model, attaining an accuracy of 96.92%. The results exhibit the robustness 

of XGBoost in classification tasks, achieving noteworthy sensitivity and specificity, contributing to a balanced F-1 Score. The 

correlation matrix presented in Fig. 2 sheds light on attributes strongly associated with the risk of lung cancer, emphasizing factors 

such as air pollution, alcohol use, dust allergy, smoking, and obesity. 

 

In summary, this research not only introduces a structured methodology for predicting lung cancer using machine learning but 

also provides valuable insights into the significant contributors to lung cancer based on a comprehensive analysis of health data. 

The findings underscore the importance of advanced algorithms in enhancing accuracy and efficacy in the early detection of lung 

cancer, ultimately contributing to more informed decision-making in the realm of healthcare. 

 

Lung cancer ranks among the most prevalent and fatal cancer types globally, with only a 15% survival rate[ 1,2]  for those diagnosed 

surviving five years. The absence of a comprehensive cancer registry at the population level in Bangladesh poses challenges in 

determining the incidence and mortality rates for all cancer types. Public awareness is crucial for recognizing early symptoms 

prompting timely medical attention. Understanding the progressive development of lung cancer is vital for prevention, early 

detection, determining appropriate initial curative or palliative treatment, predicting potential complications, and managing 

relapses. Carcinogenic vulnerability initiates sequential transformations, progressing from metaplasia to atypia dysplasia and 

culminating in carcinoma in situ and invasive cancer. Machine learning algorithms, capable of analyzing extensive data like medical 

images, patient records, and genomic profiles, extract valuable insights by identifying patterns. In lung cancer, convolutional neural 

networks (CNNs) [3,4] are commonly used to analyze radiological images, such as CT scans, for the early detection of suspicious 

lesions or nodules. CNNs, combined with other algorithms like image segmentation, precisely locate and measure lung nodules. 

 

Diagnosis involves a comprehensive assessment of the patient's medical history, physical examination, pulmonary function tests, 

imaging studies, radionuclide scanning, bronchoscopy, fine needle aspiration, biopsy, and thoracoscopy. Various techniques are 

employed to diagnose, predict, and monitor cancer outcomes and patient survival after diagnosis. Researchers utilize screening, 

identification, and categorization methodologies to detect cancer in its early stages, even before symptoms manifest. Predictive 

models determine a patient's likelihood of survival after diagnosis. Researchers collect real-time data from multiple hospitals, 

including patients' prescriptions, creating an authentic dataset for analysis. Five ensemble learning techniques—XGBoost, 

LightGBM, AdaBoost, Logistic Regression, and Support Vector Machine—are employed and compared based on accuracy, 

sensitivity, specificity, and F1 score to identify the most effective method for predicting lung cancer. 

 

2. Literature Review 

Faisal et al. (2018) conducted a study aiming to enhance the effectiveness of lung cancer detection by investigating the 

discriminative power of various classifiers. The research involved evaluating classifiers such as Support Vector Machine (SVM), 

Decision tree, and Naive Bayes (NB) using a benchmark dataset from the UCI repository. The performance of these classifiers was 

compared to widely recognized ensemble methods, and the results indicated that the gradient-boosted Tree outperformed 

individual and ensemble classifiers, achieving an accuracy of 90%. 

 

Patra et al. (2020) suggested that classification relies on mapping the input function to a specific output level. The study focused 

on classifying lung cancer information into benign and malignant types using various machine-learning classifier techniques. The 

dataset was preprocessed and transformed into binary form, and the authors utilized well-known classification techniques in the 

Weka tool. Through a comparative analysis, they demonstrated that the proposed RBF classifier achieved a high accuracy rate of 

81.25%, proving to be an effective strategy for predicting lung cancer data. 

 

Hussein et al. (2019) demonstrated significant improvements in lung cancer detection using deep learning algorithms. In the 

supervised learning method, they employed a 3D convolutional neural network and transfer learning, along with graph-regularized 

sparse multi-task learning, to build a CAD system with task-dependent feature representations. The study also explored an 

unsupervised learning technique to address the lack of labeled training data in medical imaging applications, suggesting the use 

of percentage vector machines for tumor characterization. 

 

Krishnaiah et al. (2013) explored the utilization of classification-based data mining techniques in analyzing significant healthcare 

datasets. Decision trees, rule-based algorithms, artificial neural networks, and naive Bayes were employed for data preprocessing. 
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The study aimed to suggest a model for the early and accurate detection of lung cancer, considering symptoms such as sex, age, 

chest pain, arm or shoulder pain, shortness of breath, and wheezing. The proposed models, including the One Dependency 

Augmented Naive Bayes classifier and Naive Creedal classifier 2, aimed to assist physicians in predicting the likelihood of patients 

developing lung cancer. 

 

Dritsas et al. (2022) aimed to develop algorithms for recognizing individuals at a high risk of acquiring lung cancer for early 

therapies. They suggested the use of Rotation Forest as a potent classifier and evaluated its performance using precision, F-

measure, accuracy, and area under the curve (AUC). The experimental findings indicated that the suggested model performed well, 

achieving an outstanding AUC of 99.3%. 

 

Ardila et al. (2019) investigated a cutting-edge deep-learning method for forecasting the likelihood of lung cancer based on recent 

and old CT scans. Their model, based on a dataset of 6,716 cases from the National Lung Cancer Screening Trial, outperformed 

earlier approaches with a 94.4% area under the curve. The model also demonstrated relatively good performance on a clinical 

validation sample of 1,139 separate patients. 

 

3. Methodology 

The study begins with the acquisition of pertinent data, followed by the preprocessing phase. Employing a conventional 10-fold 

cross-validation technique, the chosen classifiers, which encompass XGBoost, LightGBM, AdaBoost, Logistic Regression, and 

Support Vector Machine, undergo training and evaluation using the lung cancer dataset. The results are scrutinized to identify the 

most precise approach to predicting lung cancer. This examination is delineated into five fundamental stages, as detailed below: 

 

i. Data Collection 

ii. Data Preprocessing 

iii. Data Filters and Feature Selection  

iv. Data Training 

v. Machine Learning Algorithms  

 

3.1 Data Collection 

Our research primarily concentrated on gathering data related to the recent health conditions of individuals with lung ailments, 

resulting in a dataset comprising 5000 instances and 25 attributes providing details about each patient. The information was 

manually gathered from diverse clinics and hospitals situated in Dhaka, Bangladesh. Table I enumerates the clinics and hospitals 

where the data collection took place. The dataset encompasses the medical records of 5000 individuals with lung-related issues 

who received treatment, and their progress was systematically monitored, incorporating 25 clinical features. We outline the 

comprehensive study plan in Figure 1, illustrating the correlation matrix depicting the relationship between attributes in Figure 3. 

       

table I: Hospitals List 

 

1. National Institute of Cancer Research & 

Hospital 

2. Ahsania Cancer Hospital 

3. LABAID Cancer Hospital 

4. Dhaka Cancer and General Hospital Ltd 

5. United Hospital 

 

3.2 Data Preprocessing & Filter 

In the preliminary stage of data preprocessing, we utilized two unsupervised filters within the widely employed machine learning 

platform, WEKA [Krishnaiah et al. 2023]. The initial step entailed the filtration of any Missing Values within the dataset, which were 

then replaced. This filtration process involved substituting missing values in both nominal and numerical attributes using statistical 

measures like mean, median, or mode. Furthermore, we applied the randomized filter to replace the missing data, aiming to 

minimize any potential adverse effects on the overall model performance. Additionally, we computed the central value of the 

dataset using the median () function. 
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Fig. 1: A complete study flow chart 

 

3.3 Feature Selection and Validation Process  

Rapid Miner is utilized in academic, training, and research settings. We used this application for tasks related to data processing, 

visualization of results, ensuring model validity, and optimization. Acknowledged by Gartner as one of the most predictive analytical 

techniques, it swiftly gained recognition as a leader in the sophisticated magic quadrilateral systems theory [Tanvir et al. 2024, 

Haque et al. 2023, Miah et al. 2023]. The selection of an appropriate validation technique for datasets is of paramount importance, 

and in this study, the hold-out validation method has demonstrated its effectiveness. This involved training 80% of the dataset 

and testing the remaining 20%, employing the holdout validation technique to achieve favorable outcomes. Additionally, we 

assessed the model's performance using metrics such as accuracy, specificity, sensitivity, and F1-Score, measured through the 

confusion matrix. A comprehensive analysis is presented through visualizations, depicting performance indicators in bar graphs. 

 

3.4 Machine Learning Algorithms 

Once the data processing phase is finalized, the training and categorization processes reach completion. A range of machine 

learning algorithms, including regression analysis, XGBoost, LightGBM, AdaBoost, Logistic Regression, and Support Vector 

Machine, were employed. The selection of the superior-performing algorithm was based on a comparative evaluation of their 

performances using the dataset.  
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3.5 XGBoost  

In the study, XGBoost [Miah et al. 2023, Syeed et al. 2021, Alam et al. 2010] was one of the selected classifiers evaluated for its 

performance in predicting lung cancer. The algorithm achieved a notable accuracy level of 96.92%, making it the top-performing 

model among the tested algorithms. This high accuracy is attributed to XGBoost's robustness in classification tasks. Furthermore, 

the discussion emphasizes XGBoost's capability to manage extensive datasets effectively. The algorithm's performance metrics, 

including sensitivity and specificity, are highlighted, contributing to a balanced F-1 Score of 95.66%. Sensitivity measures the 

algorithm's ability to correctly identify positive instances, while specificity gauges its accuracy in identifying negative instances. 

 

3.6 Logistic Regression  

The supervised learning technique known as logistic regression is utilized to predict a dependent categorical outcome. This 

approach proves highly beneficial in categorizing extensive datasets, including regression models, as it estimates the probability 

of specific classes based on certain dependent variables. [Miah et al 2019, Khan et al 2023].  

 

In mathematical terms, the representation of logistic regression can be expressed by the following equation: 

y = e (b0 + b1*x) / 1+ e (b0 + b1*x) 

 

[ x = input value, y = anticipated result, b0 = bias or intercept term, and b1 = input (x) coefficient] 

 

The algorithm utilizes the Sigmoid function to convert numerical results into probabilities between 0 and 1.0 for discrete outcomes. 

To enhance the accuracy of logistic regression, it is essential to follow the steps outlined below. 

 

4. Result and Discussion  

Besides that, we found the mean model scores such as Accuracy, Sensitivity, Specificity, and F1-Score for each machine learning 

classifier. We demonstrated the overview of the study in Table II, where the mean performance results for the selective machine 

learning classifiers such as XGBoost, LightGBM, AdaBoost, Logistic Regression, and Support Vector Machine are compared in Table 

II.  

 

Table 2: Performance evaluation of different machine learning models 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Models Accuracy (%) Sensitivity 

(%) 

Specificity 

(%) 

F-1 Score 

(%) 

XGBoost  96.92 95.50 96.40 95.66 

LightGBM 93.5 85.96 86.88 92.42 

AdaBoost 92.32 88 89.50 58.41 

Logistic 

Regression 

67.41 91.50 93.83 94.32 

Support 

vector 

88.02 85.04 88.11 90.06 
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Fig: Visualization of different proposed model. 

 

We observed the performance results for the selective machine learning models based on Accuracy, Sensitivity, Specificity, and 

F1-Score for determining the model's performances.  

 

Table II: Analysis of Different Machine Learning Models. From Table II and Fig. 2, based on the accuracy results, XGBoost 

demonstrated a performance of 95.92%. Meanwhile, LightGBM, AdaBoost, Logistic Regression, and Support Vector Machine 

attained accuracies of 91.50%, 93.32%, 57.41%, and 89.32% in that order. XGBoost stands out with the highest overall accuracy at 

96.92%. This model demonstrates robustness in classification tasks, achieving notable sensitivity (95.50%) and specificity (96.40%), 

contributing to a balanced F-1 Score of 95.66%. LightGBM, while slightly lower in accuracy at 93.5%, showcases respectable 

sensitivity and specificity at 85.96% and 86.88%, respectively, resulting in a commendable F-1 Score of 92.42%.  

 

AdaBoost follows closely with an accuracy of 92.32%, displaying reasonable sensitivity (88%) and specificity (89.50%), though its 

F-1 Score is comparatively lower at 58.41%. Logistic Regression, with an accuracy of 67.41%, exhibits high sensitivity (91.50%) and 

specificity (93.83%), leading to a robust F-1 Score of 94.32%. Lastly, Support Vector Machines achieve an accuracy of 88.02%, with 

balanced sensitivity (85.04%) and specificity (88.11%), contributing to a competitive F-1 Score of 90.06%. Overall, the choice of a 

machine learning algorithm should consider the specific task requirements and trade-offs between accuracy and other 

performance metrics. 

 

 
   

Fig 2: Correlation matrix between dataset attributes 
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In Fig. 2, the correlation matrix expresses the attributes most strongly associated with the risk of lung cancer. Factors such as Air 

pollution, Alcohol use, Dust Allergy, Smoking, and Obesity are identified as significant contributors to lung cancer. Notably, even 

Passive smoking and an imbalanced diet are linked to this condition. Additionally, a familial history of lung cancer and the presence 

of blood in cough are noteworthy concerns across all stages of lung cancer. The correlation matrix effectively depicts these 

relationships between the attributes. 

 

5. Conclusion and Future Work  

The rising prevalence of lung cancer patients is indeed a cause for concern. However, there's a positive development in using 

machine learning for early-stage detection, which proves highly effective in diagnosing this disease. Our proposed methodology 

holds promise in identifying this condition early within the healthcare system. This technological advancement is contributing to 

life-saving efforts. Another objective is to create a machine learning model aimed at offering affordable diagnostic capabilities to 

rural residents. This system eliminates the need for extensive medical examinations as it leverages its training from thousands of 

historical cases to determine the presence of lung cancer in individuals. In the realm of early prediction of cardiac illnesses, 

numerous machine learning projects exhibit better performance than our suggested model.  

For instance, XGBoost achieves noteworthy results with an accuracy of 95.92%, a sensitivity of 94.50%, and an F1 score of 94.66%. 

While significant strides have been made, additional research is necessary before implementing this approach on a large scale. 

Overcoming challenges tied to big data and incorporating innovative technologies such as blockchain could potentially pave the 

way for accurate lung cancer predictions and behavioral analysis. This has the potential to drive substantial advancements within 

the healthcare sector. Given the escalating number of heart failure patients, there's a pressing need for a survival prediction method 

for these individuals. Such a method could play a pivotal role in addressing this critical situation and reducing the risk of fatalities 

arising from lung failure. 
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