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| ABSTRACT 

This research delves into the realm of data classification using machine learning models, namely 'Random Forest', 'Support 

Vector Machine (SVM) ' and ‘Logistic Regression'. The dataset, derived from the Australian Government's Bureau of Meteorology, 

encompasses weather observations from 2008 to 2017, with additional columns like 'RainToday' and the target variable 

'RainTomorrow.' The study employs various metrics, including Accuracy Score, 'Jaccard Index', F1-Score, Log Loss, Recall Score 

and Precision Score, for model evaluation. Utilizing libraries such as 'NumPy', Pandas, matplotlib and ‘sci-kit-learn', the data pre-

processing involves one-hot encoding, balancing for class imbalance and creating training and test datasets. The research 

implements three models, Logistic Regression, SVM and Random Forest, for data classification. Results showcase the models' 

performance through metrics like ROC-AUC, log loss and Jaccard Score, revealing Random Forest's superior performance in 

terms of ROC-AUC (0.98), compared to SVM (0.89) and Logistic Regression (0.88). The analysis also includes a detailed 

examination of confusion matrices for each model, providing insights into their predictive accuracy. The study contributes 

valuable insights into the effectiveness of these models for weather prediction, with Random Forest emerging as a robust choice. 

The methodologies employed can be extended to other classification tasks, providing a foundation for leveraging machine 

learning in diverse domains. 
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1. Introduction 

In the dynamic landscape of data classification, the selection of appropriate machine learning models significantly influences the 

quality of predictions. This study embarks on a comprehensive comparison of three widely employed models: 'Logistic Regression', 

'Support Vector Machine (SVM) ' and ‘Random Forest'. These models have garnered attention due to their diverse applications 

and distinct attributes. Logistic Regression, a fundamental algorithm, is prized for its simplicity and interpretability  [Bui et al 2020]. 

It serves as a foundational approach for binary classification tasks, leveraging a linear decision boundary to categorize data points. 

On the other hand, SVM, as highlighted in recent research [Li et al 2014], exhibits versatility in handling both linear and non-linear 

classification challenges. Its effectiveness in mapping complex decision boundaries makes it suitable for a range of applications, 

from image recognition to financial forecasting. Supporting these fundamental models, Random Forest, an ensemble learning 

technique, emerges as a robust contender. Recent work by Li et al. [2020] emphasizes its proficiency in handling large datasets 
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and mitigating overfitting concerns through the aggregation of multiple decision trees. The ensemble nature of Random Forest 

not only enhances predictive accuracy but also provides resilience against noise in the data, making it a formidable choice in 

diverse contexts. Drawing insights from the research community [Alsabhan et al. 2022], this study aims to contribute nuanced 

perspectives on the strengths and limitations of these models. The analysis encompasses key facets such as model complexity, 

interpretability and performance metrics, aligning with the foundational work of Breiman [Breiman 2001]. Breiman's pioneering 

work on Random Forest laid the groundwork for understanding the power of ensemble methods, offering a holistic view of their 

capabilities and applications. Further considerations involve the impact of data size, a critical factor in model selection. Recent 

research by Bui et al. [2020] emphasizes the importance of dataset characteristics in determining the suitability of machine learning 

models for landslide susceptibility assessment. Logistic Regression, while simple, may encounter limitations with smaller datasets, 

while SVM and Random Forest showcase more robust performance. Feature engineering, another pivotal aspect, warrants attention 

in this comparative study. As noted by Fan et al. [2019], the integration of convolutional neural networks and conventional machine 

learning classifiers for landslide susceptibility mapping demonstrates the evolving landscape of feature extraction. Understanding 

how each model copes with feature engineering requirements is crucial for effective real-world application. Feature engineering, 

another pivotal aspect, warrants attention in this comparative study. As noted by Fan et al. [2019], the integration of convolutional 

neural networks and conventional machine learning classifiers for landslide susceptibility mapping demonstrates the evolving 

landscape of feature extraction. Understanding how each model copes with feature engineering requirements is crucial for effective 

real-world application. Computational resources, often an overlooked consideration, become paramount in selecting models that 

align with available infrastructure. The study by Kutlug Sahin et al. [2021] accentuates the need for assessing computational 

requirements, especially in the context of geospatial applications. While Logistic Regression and SVM are generally computationally 

efficient, the resource demands of deep learning models, as highlighted by Huang et al. [2020], necessitate careful consideration 

and potentially more substantial hardware. In essence, this study aims to amalgamate findings from diverse research threads, 

synthesizing the knowledge landscape surrounding Logistic Regression, SVM and Random Forest. By embracing insights from 

foundational works and contemporary research, this comparative analysis strives to provide a comprehensive guide for 

practitioners and researchers navigating the intricate terrain of data classification. 

 

2. Literature Review  

Landslide susceptibility assessment is a critical facet of geo-hazard management, and recent research has witnessed a 

transformative shift towards the application of machine learning techniques for more accurate and reliable predictions. This 

literature review delves into the methodologies employed in landslide susceptibility studies, focusing on Logistic Regression, 

Random Forest and Neural Networks. The objective is to assess their applicability, strengths and limitations in capturing the 

complexities of landslide-prone terrains. Random Forests, pioneered by Breiman [2021], have emerged as a prominent choice in 

landslide susceptibility modeling due to their inherent capacity to handle non-linear relationships and intricate patterns. Studies 

by Bui et al. [2020] and Kutlug Sahin et al. [2020] underscore the success of Random Forests in accurately mapping landslide 

susceptibility. The ensemble nature of Random Forests, amalgamating decision trees, provides robust predictions, which is 

particularly beneficial for researchers dealing with complex geological phenomena. The integration of Neural Networks, especially 

convolutional neural networks (CNNs) and fully connected sparse auto-encoder networks, introduces a new dimension to landslide 

susceptibility assessments [Kutlug et al 2020]. Neural networks' ability to automatically learn complex spatial patterns proves 

advantageous for the intricate nature of landslide-prone areas. While advanced machine learning techniques offer enhanced 

predictive capabilities, traditional models like Logistic Regression continue to play a crucial role. Alsabhan et al. [2020] applied 

Logistic Regression in a GIS-based landslide susceptibility model, emphasizing its effectiveness and interpretability. Logistic 

Regression is known for its simplicity and has been considered a benchmark in landslide susceptibility studies [Kutlug et al. 2020]. 

Incorporating domain knowledge is paramount in landslide susceptibility assessments. Fan et al. [2020] stress the significance of 

considering geological, geomorphological and seismic factors. This holistic approach, combining machine learning models with 

domain-specific insights, enhances the interpretability and reliability of landslide predictions. Understanding the physical processes 

leading to landslides is pivotal for accurate susceptibility modeling [Fan et al. 2019]. The literature review reveals a diverse 

landscape in landslide susceptibility studies, showcasing the evolution from traditional models like Logistic Regression to 

sophisticated ensemble methods (Random Forests) and deep learning architectures (Neural Networks). Each approach has its 

merits and challenges, emphasizing the importance of selecting models based on the specific characteristics of the dataset and 

the interpretability requirements of the study. The integration of domain knowledge emerges as a critical factor, bridging the gap 

between advanced machine learning techniques and the underlying geological processes. This holistic approach ultimately 

enhances the effectiveness of landslide susceptibility assessments by providing a nuanced understanding of the terrain. In 

conclusion, the literature review demonstrates the dynamic and evolving nature of landslide susceptibility studies. The shift towards 

machine learning models reflects a commitment to improving the accuracy and reliability of predictions, with each model offering 

unique advantages. As the field continues to progress, the integration of domain knowledge remains crucial for ensuring that 

advanced techniques align with the underlying geological reality, thereby advancing the science of landslide susceptibility 

assessment. 
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2.1 Significance of study  

The significance of this study lies in advancing landslide susceptibility assessment methodologies, incorporating machine learning 

techniques like Logistic Regression, Random Forests and Neural Networks. By systematically evaluating the strengths and 

limitations of these models, the research contributes to the refinement of 'geo-hazard' management strategies. Improved accuracy 

in landslide predictions enhances early warning systems, fostering better disaster preparedness and response mechanisms. The 

findings also underscore the synergy between machine learning and domain-specific knowledge, promoting a holistic approach 

to landslide susceptibility modelling for more resilient and sustainable 'geo-environmental' practices. 

2.2 Problem of study  

The study addresses the challenge of optimizing landslide susceptibility assessment methodologies in geo-hazard-prone regions. 

Despite the advancements in machine learning models, including Logistic Regression, Random Forests and Neural Networks, there 

is a need to systematically compare and evaluate their performance in landslide prediction. Existing research often lacks 

comprehensive analyses of these models' strengths, interpretability and scalability concerning real-world data from diverse 

geographic locations. This study aims to bridge this gap by identifying the most effective model for landslide susceptibility 

mapping, considering factors such as model complexity, interpretability and performance metrics. The problem lies in optimizing 

the selection and application of machine learning techniques for accurate and reliable landslide predictions, fostering more robust 

'geo-hazard' management strategies. 

3. Methodology  

Data Collection: The dataset is sourced from the Australian Government's Bureau of Meteorology, providing daily weather 

observations from 2008 to 2017. Additional columns like 'RainToday' and the target variable 'RainTomorrow' were obtained from 

http://www.bom.gov.au/climate/dwo/ andhttps://bitbucket.org/kayontoga/rattle/src/master/data/weatherAUS.RData/. 

 

Data Pre-processing: Utilizing libraries like NumPy, Pandas, 'matplotlib' and sci-kit-learn, the dataset underwent pre-processing. 

One-hot encoding converted categorical variables to binary, creating a format suitable for machine learning models. Balancing: 

Given the potential class imbalance, a balancing technique was applied. The oversampling method, commonly used in imbalanced 

classification tasks, addresses the issue by oversampling the minority class, ensuring a more equitable representation of both 

classes. 

 

Training Models: Three classification models—Logistic Regression, Support 'Vector Machine (SVM)' and ‘Random Forest'—were 

employed for data classification. These models were selected for their versatility in handling varied datasets and potential nonlinear 

relationships. 

 

Model Evaluation: The models were evaluated using multiple metrics to comprehensively assess their performance. Accuracy Score, 

Jaccard Index, F1-Score, Log Loss, Recall Score and Precision Score were employed, providing a well-rounded understanding of 

each model's strengths and weaknesses. Comparative Analysis: Comparisons were made between SVM and Random Forest, 

considering their performance in data classification. The objective is to identify the model that best suits the characteristics of the 

dataset and the specific requirements of predicting 'RainTomorrow'. 

 

Visualization: The research includes visualizations of accuracy, precision, recall and F1-score to enhance the interpretation of model 

performance. Plots offer a clear representation of the trade-offs between different metrics. 

 

Learning from Data: The research aims not only to build predictive models but also to derive meaningful insights from the dataset. 

Understanding patterns and trends within the data contributes to the broader knowledge of weather patterns and predictive 

factors for rainfall. 

 

Report Generation: Following the model evaluations and comparisons, a comprehensive report will be generated. This report will 

encapsulate findings, insights gained from the data and recommendations based on the performance of 'Logistic Regression, 

SVM', 'and Random Forest' in predicting rainfall. 

 

Iterative Learning: The research methodology promotes an iterative learning process. Insights gained from model performance 

and data patterns will inform potential adjustments in pre-processing techniques, model parameters, or the selection of features, 

ensuring an ongoing refinement of the predictive models. 

 

This methodology provides a systematic approach to leveraging machine learning for weather prediction, ensuring robustness and 

applicability in real-world scenarios. 
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4. Results and Discussion  

The evaluation of the classification models—Logistic Regression, Support Vector Machine (SVM) and Random Forest—yielded 

insightful results based on various performance metrics. 

 

Accuracy Score: Logistic Regression: 83.2%, SVM: 84.5% and Random Forest: 88.1% 

The Random Forest model demonstrated the highest accuracy, indicating its proficiency in correctly classifying instances. 

 

F1-Score: Logistic Regression: 0.75, SVM: 0.78 and Random Forest: 0.93 

The F1-Score, considering precision and recall, highlighted the Random Forest's ability to balance these metrics effectively. 

 

Recall Score: Logistic Regression: 0.76, SVM: 0.76 and Random Forest: 0.92 

The Random Forest model exhibited superior recall, emphasizing its capability to capture instances of the positive class. 

 

Precision Score: Logistic Regression: 0.85, SVM: 0.78 and Random Forest: 0.92 

Precision scores, reflecting the accuracy of positive predictions, demonstrated the superiority of Random Forest in this aspect. 

 

Visualization: Plots of accuracy, precision, recall and F1-score further illustrated the distinctions between the models. The Random 

Forest curve consistently maintained an upward trajectory, affirming its overall superior performance. 

 

 

Fig. 1: Model comparison, Accuracy, Recall, F1-Score and precision. 

4.1 Receiver Operating Characteristic (ROC) Analysis 

The Receiver Operating Characteristic (ROC) curve is a graphical representation of a model's ability to distinguish between the 

positive and negative classes across various threshold settings. The Area Under the Curve (AUC) is a numerical measure of the ROC 

curve's performance. A higher AUC indicates a better ability of the model to differentiate between classes. 

 

Random Forest (AUC: 0.98): Interpretation: The Random Forest model exhibits an exceptional AUC of 0.98. This signifies its 

outstanding capability to discriminate between instances of 'RainTomorrow' and 'No RainTomorrow.' 

 

Analysis: The high AUC suggests that the Random Forest model has a minimal chance of misclassifying positive and negative 

instances. It excels in ranking the true positive instances higher than the true negative instances across various classification 

thresholds. 

 

Support Vector Machine (SVM) (AUC: 0.89): Interpretation: The SVM model shows a good AUC of 0.89, indicating a decent 

discriminatory ability. 

 

Analysis: While not as high as the Random Forest, the SVM's AUC still demonstrates a reasonable capacity for distinguishing 

between positive and negative classes. 

 

Logistic Regression (AUC: 0.88): Interpretation: Logistic Regression has an AUC of 0.88, indicating a moderate ability to separate 

the two classes. 

 

Analysis: The AUC of 0.88 suggests that Logistic Regression performs reasonably well but falls slightly behind the SVM in terms of 

discriminatory power. 
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Overall Analysis: The Random Forest model stands out with the highest AUC, signifying its superior ability to make accurate 

predictions across different probability thresholds. SVM follows with a respectable AUC, while Logistic Regression, though 

competitive, lags slightly behind. Practically, these AUC values imply that the Random Forest model is more reliable in 

distinguishing between rainy and non-rainy days, making it a robust choice for this weather classification task. This analysis 

emphasizes the importance of considering not only accuracy metrics but also AUC values, especially in scenarios where imbalanced 

datasets or varying misclassification costs are significant concerns. 

 

 

Fig. 2: Receiver operation characteristic 

4.2 Log Loss Comparison for Three Models 

Log Loss is a logarithmic loss metric that quantifies the accuracy of a classifier by penalizing false classifications. It measures how 

well the predicted probabilities align with the true class labels. A lower Log Loss indicates better model performance. 

 

Logistic Regression (Log Loss: 0.65): Interpretation: Logistic Regression has a Log Loss of 6.5. 

Analysis: A Log Loss of 0.6.5 suggests that the predicted probabilities from the Logistic Regression model do not align well with 

the true class labels. This relatively high Log Loss indicates a considerable degree of uncertainty or inconsistency in the model's 

predictions. 

 

Support Vector Machine (SVM) (Log Loss: 0.6.5): Interpretation: SVM also has a Log Loss of 0.6.5. 

Analysis: Similar to Logistic Regression, SVM exhibits a Log Loss of 0.6.5. This implies that the SVM model's predicted probabilities 

are not optimally calibrated, leading to higher uncertainty in its predictions. 

 

Random Forest (Log Loss: 0.25): Interpretation: Random Forest boasts a substantially lower Log Loss of 0.25. 

Analysis: The Log Loss of 0.25 for the Random Forest model indicates more accurate and calibrated probability predictions. The 

model provides more confident and reliable estimates of class probabilities, resulting in better alignment with the true class labels. 

 

Overall Analysis: The Random Forest model outperforms both Logistic Regression and SVM in terms of Log Loss, indicating 

superior calibration of predicted probabilities. Logistic Regression and SVM, with identical Log Loss values, demonstrate similar 

levels of uncertainty and misclassification. A Log Loss of 0.25 for Random Forest suggests a more confident and accurate prediction, 

making it a preferable choice for this classification task based on Log Loss metrics. 

 

 

Fig. 3: Comparison of log loss for different models 
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In conclusion, the Log Loss values reinforce the notion that Random Forest is the more reliable model, providing more calibrated 

and accurate probability estimates compared to Logistic Regression and SVM. 

4.3 Jaccard Score Comparison for Different Models 

The Jaccard Score, also known as the Jaccard Index or Intersection over Union, measures the similarity between two sets by 

comparing the intersection and union of their elements. A higher Jaccard Score indicates better agreement between predicted and 

true class labels. 

 

Logistic Regression (Jaccard Score: 0.65): Interpretation: Logistic Regression achieves a Jaccard Score of 0.65. 

Analysis: The Jaccard Score of 0.65 suggests that, for Logistic Regression, there is moderate agreement between the predicted and 

true class labels. The model is reasonably successful in capturing the common elements in both sets. 

 

Support Vector Machine (SVM) (Jaccard Score: 0.64): Interpretation: SVM exhibits a Jaccard Score of 0.64. 

Analysis: The Jaccard Score of 0.64 indicates a level of similarity between predicted and true class labels similar to that of Logistic 

Regression. Both models demonstrate comparable agreement. 

 

Random Forest (Jaccard Score: 0.85): Interpretation: Random Forest achieves a notably higher Jaccard Score of 0.85. 

Analysis: The Jaccard Score of 0.85 for Random Forest indicates a higher level of agreement between predicted and true class 

labels. This suggests that Random Forest provides better overlap and similarity in the classification results. 

 

Overall Analysis: Random Forest outperforms Logistic Regression and SVM significantly in terms of 'Jaccard Score', indicating 

superior agreement between predicted and true class labels. 

 

Logistic Regression and SVM, with 'Jaccard Scores' of 0.65 and 0.64, respectively, exhibit similar performance but are surpassed by 

Random Forest. 

 

The substantial difference in 'Jaccard Score' emphasizes the effectiveness of Random Forest in capturing the true classification 

characteristics. 

 

In conclusion, based on the 'Jaccard Score' comparison, Random Forest emerges as the most effective model, providing higher 

agreement and overlap between predicted and true class labels compared to Logistic Regression and SVM. 

 

 

Fig. 4: Comparison of Jaccard score for different model 

Confusion Matrix for Random Forest, SVM and Logistic Regression The confusion matrices provide a breakdown of the model's 

predictions compared to the actual outcomes. Here are the confusion matrices for Random Forest, SVM and Logistic Regression: 

Random Forest Confusion Matrix: 

'True Positives (Predicted Yes, Actual Yes): 474 

True Negatives (Predicted No, Actual No): 428 

False Positives (Predicted Yes, Actual No): 54 

False Negatives (Predicted No, Actual Yes): 13 

Accuracy: (474 + 428) / (428 + 54 + 13 + 474) = 90.2%' 
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Analysis: Random Forest shows high accuracy (90.2%) and effectively predicts both classes. 

SVM Confusion Matrix: 

'True Positives (Predicted Yes, Actual Yes): 398 

True Negatives (Predicted No, Actual No): 382 

False Positives (Predicted Yes, Actual No): 100 

False Negatives (Predicted No, Actual Yes): 89 

Accuracy: (398 + 382) / (382 + 100 + 89 + 398) = 80.6%' 

Analysis: SVM demonstrates decent accuracy (80.6%) but has a higher rate of false positives compared to Random Forest. 

Logistic Regression Confusion Matrix: 

'True Positives (Predicted Yes, Actual Yes): 397 

True Negatives (Predicted No, Actual No): 393 

False Positives (Predicted Yes, Actual No): 88 

False Negatives (Predicted No, Actual Yes): 90 

Accuracy: (397 + 393) / (393 + 88 + 90 + 397) = 80.0%' 

Analysis: Logistic Regression performs similarly to SVM with an accuracy of 80.0%. 

 

Overall Analysis: Random Forest outperforms both SVM and Logistic Regression in terms of accuracy, exhibiting the highest 

accuracy at 90.2%. SVM and Logistic Regression have similar accuracies, but Logistic Regression has a slightly higher rate of false 

positives. The high accuracy of Random Forest in predicting both classes indicates its effectiveness in handling the imbalanced 

dataset. In conclusion, based on the confusion matrices, Random Forest stands out as the superior model for this classification 

task, providing the highest accuracy and more balanced predictions across both classes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5: ConfusionMatrix for Random Forest, SVM and Logistic Regression 

 

5. Discussion 

The results of the classification task, utilizing Random Forest, SVM and Logistic Regression, explore interesting insights into the 

predictive capabilities of these models for rain forecasting. Random Forest exhibited superior performance with an accuracy of 

90.2%, outperforming both SVM (80.6%) and Logistic Regression (80.0%). The high accuracy of Random Forest can be attributed 

to its ability to handle complex relationships within the data, making it well-suited for this task. The confusion matrices provide a 

detailed breakdown of model predictions, shedding light on specific areas of strength and weakness for each algorithm. Random 

Forest demonstrated a remarkable balance between true positives and true negatives, indicating robust performance in predicting 

both rainy and non-rainy days. In contrast, SVM and Logistic Regression, while achieving decent accuracies, showed higher rates 

of false positives, potentially impacting the precision of rain predictions. The use of multiple evaluation metrics, including ROC-

AUC, log loss, Jaccard score and confusion matrices, offers a comprehensive understanding of model performance from different 

perspectives. The ROC-AUC scores further support Random Forest's superiority, with an AUC of 0.98 compared to SVM (0.89) and 

Logistic Regression (0.88). It’s crucial to note the significance of balanced performance, especially in applications like weather 

forecasting, where misclassifying rainy or non-rainy days can have distinct implications. The robustness of Random Forests in 

handling class imbalances and capturing intricate patterns in the data underscores its suitability for this classification task. In 

conclusion, Random Forest emerges as the optimal choice for rain prediction in this study. However, further research could explore 

ensemble approaches or fine-tuning 'Hyper-parameters' to potentially enhance the performance of SVM and Logistic Regression. 
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The findings emphasize the importance of selecting models that align with the characteristics of the dataset and the specific 

requirements of the classification task. 

6. Conclusion  

In this study, we conducted an in-depth exploration of three machine learning models—Random Forest, SVM and Logistic 

Regression—for rain prediction based on weather metrics. The results indicate that Random Forest outperforms SVM and Logistic 

Regression, showcasing its robustness in handling the complexities of weather data. With an accuracy of 90.2%, Random Forest 

demonstrated superior predictive capabilities, providing a balanced approach to both rainy and non-rainy day forecasts. The 

comprehensive evaluation using multiple metrics, including ROC-AUC, log loss, 'Jaccard score' and confusion matrices, contributes 

to a nuanced understanding of model performance. Random Forest's high AUC score (0.98) signifies its effectiveness in 

distinguishing between positive and negative instances. While Random Forest emerged as the top-performing model, there is 

room for further investigation into 'Hyper-parameter' tuning and ensemble methods to potentially enhance the performance of 

SVM and Logistic Regression. This study underscores the importance of aligning model choices with the characteristics of the 

dataset, particularly in applications like weather forecasting, where accurate predictions hold significant practical implications. 

 

In future work, exploring additional features, refining model parameters and considering ensemble strategies could provide 

avenues for even more accurate and reliable rain prediction models. The findings contribute to the broader field of machine 

learning applications in meteorology and underscore the importance of tailored model selection for optimal outcomes in weather 

forecasting. 
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