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| ABSTRACT 

The growth of digital services has intensified the need for distributed systems that can sustain millions of requests per second 

while maintaining ultra low latency and continuous availability. Engineering such workloads requires coordinated decisions about 

programming language runtimes, serialization formats, network topology, caching, and fault tolerance. This paper proposes a 

design framework for ultra low latency, high availability microservice-based services, grounded in published empirical studies 

and documented industrial systems operating at high throughput. The framework is based on the evidence on the latency 

impact of binary serialization and language runtimes such as Rust and Java, network hop minimization and cellular architectures 

for failure isolation, multi-tier caching and precomputation, and adaptive resilience mechanisms including token bucket based 

retry budgets, circuit breakers, and additive increase multiplicative decrease control mechanisms. Rather than reporting new 

experiments, the paper synthesizes findings from existing empirical evidence and organizes these findings into a layered set of 

design dimensions and best practice guidelines intended to support predictable tail latency, high availability, and cost-aware 

operation in large-scale cloud environments. 
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1 Introduction  

The rapid proliferation of large-scale e-commerce platforms and global digital services has increased the demand for distributed 

systems that routinely handle very high request rates, including workloads approaching millions of requests per second, while 

maintaining stringent requirements for tail latency, availability, and cost efficiency. Meeting these requirements depends on a 

tightly coupled set of design choices, such as programming language runtimes, serialization formats, network topology, caching 

strategies, and fault tolerance mechanisms, rather than on any single optimization in isolation. 

Despite decades of advances in distributed systems, the combined challenge of microservice scale, unpredictable traffic patterns, 

and strict service-level objectives remains difficult to reason about in a systematic way. Much of the available evidence on 

language runtimes, binary serialization, network hop minimization, multi-tier caching, and adaptive resilience is scattered across 

benchmark studies, case reports, and practitioner accounts, making it hard for engineering teams to assemble a coherent design 

approach for ultra low latency, high-availability services. 

This paper presents a design framework for high throughput services grounded in published empirical studies and documented 

large-scale industrial systems. Rather than presenting new experimental results, the paper synthesizes existing empirical and 

case study evidence into a structured set of design dimensions and guidelines. Within this framework, the contributions are 

fourfold: 
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1. A synthesis of comparative analyses on programming language runtimes, concurrency models, and serialization 

formats, highlighting their reported impact on throughput and tail latency in high volume microservice environments. 

2. A conceptual architectural framework that connects network hop minimization, cellular or cell based service 

segmentation, and hierarchical caching to concrete latency and availability objectives. 

3. An evidence informed view of adaptive fault tolerance mechanisms, including retry budgets, circuit breakers, load 

shedding, and additive increase multiplicative decrease based control, and how they interact with tail latency and error 

budgets. 

4. A set of design guidelines and a layered engineering framework that translate these synthesized findings into practical 

decision points for teams building high throughput, ultra low latency services in cloud environments. 

The remainder of the paper is organized as follows. Section 2 reviews background and related work on microservice 

architectures, tail latency, and fault tolerance patterns, drawing on peer reviewed studies, benchmark suites and documented 

large-scale systems. Section 3 discusses system design considerations, including programming languages, runtimes, and 

serialization choices. Section 4 outlines architectural principles for ultra low latency, focusing on network hops, cellular 

topologies, and multi-tier caching. Section 5 examines fault tolerance and adaptive resilience mechanisms. Section 6 synthesizes 

these strands into an overall engineering framework and best practices. Section 7 outlines future research directions that extend 

this framework, and Section 8 concludes by summarizing the limitations and implications for practitioners. 

 

2 Background and Related Work 

Modern microservice-based systems have been examined from multiple angles, including architectural patterns, quality 

attributes, and industrial experience reports. Systematic grey literature and academic reviews document the pains and gains of 

microservices adoption, the evolution from monoliths, and common patterns such as API gateways, service registries, and event 

driven communication [1, 2, 3, 4]. There are recent systematic reviews that focus specifically on performance and scalability in 

microservice architectures, highlighting the impact of deployment topology, network overhead, and runtime configuration on 

latency and throughput [5,6]. This section positions the present framework within that body of work, rather than attempting to 

reintroduce a full survey of microservices in general. 

2.1 Evolution of Cloud-Scale Architectures  

Historically, large-scale web and e-commerce platforms evolved from vertically scaled monoliths to coarse grained service 

oriented architectures and then to fine grained microservices. Early monolithic designs simplified consistency and deployment 

but coupled scaling across heterogeneous workloads. Microservice-based systems break applications into independently 

deployable services, enabling teams to scale selective components, but at the cost of additional network hops and the 

associated latency and more complex failure modes [1, 4, 5]. Recent empirical studies show that microservices introduce 

nontrivial network and coordination overhead, and that backpressure, misconfigured resource limits, and suboptimal placement 

can significantly degrade end-to-end latency even when individual services are lightly loaded [7, 8, 5]. These findings motivate 

the emphasis in this paper on hop minimization, topology, and latency-aware control. 

2.2 Performance Foundations: CAP, PACELC, and Tail Latency 

The theoretical foundations for large scale distributed systems are often framed using CAP and PACELC. CAP formalizes the 

trade off, under network partitions, between strong consistency and availability, showing that in the presence of partitions a 

system must sacrifice either consistent reads or full availability [9]. At the same time, recent practitioner accounts argue that CAP 

is frequently overemphasised in modern cloud style systems, where redundant connectivity and quorum based routing allow 

many services to offer both strong consistency and high observed availability to clients, so CAP is better treated as a narrow 

impossibility result than as the primary design axis for most architects [44]. PACELC extends this model by arguing that even 

when the system is not partitioned, designers still trade consistency against latency, effectively capturing a consistency versus 

latency choice in the common case and a consistency versus availability choice under partitions [10]. In practice, most large scale 

data stores implement a spectrum of consistency and latency configurations across different operations, rather than a single 

fixed point, and microservice architects must select the right model that aligns with requirements. 

2.3 Existing Industrial Systems and Lessons Learned 

Several large-scale industry systems provide empirical lessons for low-latency, high-availability design. For example, Google 

Spanner extends global consistency across data centres through synchronised clocks and commit protocols, at the cost of 

increased latency overhead [11]. Many NoSQL systems such as Amazon Dynamo relax consistency for higher availability and 
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lower latency [12]. Academic examinations of these systems, along with more recent microservice studies, show that architectural 

choices such as deep RPC fan out can materially increase both mean and tail latency. Systematic evaluations of service mesh 

sidecars, for example, quantify that mis-configured meshes can add substantial CPU overhead and latency at higher percentiles 

based on realistic microservice benchmarks, while large-scale tracing systems such as CRISP and LatenSeer use distributed traces 

to identify critical path bottlenecks and construct end-to-end latency models in production microservice deployments [13, 14, 

15]. These observations motivate the later emphasis in Section 4 on simplifying call graphs and using tracing data to inform 

latency budgets. 

2.4 Serialization, Caching, and Resilience Studies 

Research on serialization formats, caching hierarchies and resilience mechanisms offers insights relevant to micro architectural 

and system level latency optimization. The Tail at Scale analysis illustrates how component level variability such as GC stops, 

resource contention and queuing propagates into high percentile latency [16]. Studies of caching hierarchies show that client-

side caches, edge pre-fetching, and stale-while-revalidate strategies improve perceived availability and reduce latency. On the 

resilience side, straggler mitigation studies, starting with Ananthanarayanan et al., show that replicating or cloning slow tasks can 

reduce job completion time by tens of percent and sharply cut tail latency, at the cost of extra resource usage [17]. Follow up 

work on coded redundancy refines these ideas by comparing simple replication with coded schemes and quantifying their 

impact on high percentile latency under different delay and cost constraints [18]. However, most of these studies isolate a single 

dimension rather than presenting a full cross layer framework for low latency, high availability system design. 

2.5 Identified Research Gap 

In aggregate, prior work offers valuable but fragmented contributions. These studies clarify how individual mechanisms impact 

end-to-end behavior, yet they typically focus on isolated dimensions. What is still missing is a practitioner oriented, evidence 

informed design framework that integrates these insights into a coherent set of architectural principles and concrete engineering 

patterns for systems operating at multi-million requests per second under tight latency and availability objectives, which is the 

focus of this paper. 

 

3 System Design Considerations  

3.1 Overview and Motivation  

At request rates of millions per second, even microsecond level differences in serialization, memory allocation, or runtime 

scheduling can accumulate across long service chains and noticeably inflate end-to-end tail latency. In this section the paper 

synthesizes reported evidence on low level building blocks, including serialization format, programming language and runtime, 

memory management, and concurrency model. We first analyse serialization, then contrast runtime behaviors across language 

environments, and finally draw out design guidelines for combining these optimizations effectively.  

3.2 Serialization and Data Encoding Efficiency 

Data encoding is an important factor in latency bound systems, because every request pays the cost of serialization, network 

transfer and parsing at least once along the call path. Empirical evaluations of serialization formats for distributed and streaming 

systems consistently find that compact binary encodings such as Protocol Buffers, FlatBuffers, Avro and MessagePack reduce 

message size and improve serialization and deserialization latency compared with JSON baselines, often by factors of roughly 1.5 

to 3 times for median latency and with smaller high percentile tails [19, 20, 21, 22]. For example, Maltsev et al. report that Avro, 

Protobuf and Thrift reduce median inter service latency by roughly 80 percent relative to JSON in their microservice RPC 

benchmarks, while compact formats such as Capn Proto and MessagePack still achieve double digit percentage reductions in 

median latency compared with JSON baselines [22]. Taken together, these studies indicate that when service paths involve many 

small messages or tight latency budgets, adopting a compact schema driven binary format can materially reduce end-to-end 

latency compared with textual JSON encodings. For minimal latency services the evidence therefore favors selecting a compact, 

schema driven binary format aligned with the dominant runtimes in the stack and enforcing explicit schema versioning as part of 

the deployment process, while recognising that no single format is optimal for all workloads. 

3.3 Language Runtime Trade-Offs 

Beyond encoding, the choice of programming language and its runtime affects CPU utilization, memory footprint and latency 

determinism. Consider three categories: 

● Rust and similar ahead of time compiled systems languages: Large comparative experiments across 27 programming 
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languages find that compiled languages such as C, C++ and Rust are typically both faster and more energy efficient than JVM 

based or interpreted languages for the benchmarked workloads, which in turn is associated with lower latency and lower 

variance for CPU bound tasks under similar implementations [23, 24, 25, 26]. These rankings are sensitive to benchmark choice 

and implementation details, so they should be treated as guidance on likely behavior rather than as absolute performance 

guarantees across all applications. In recent years, Rust has emerged as a popular choice for developing some of the world’s 

largest cloud services and databases [45]. Rust has the features of modern programming languages, is comparable to C/C++ in 

terms of performance, memory usage and energy efficiency and also provides the much needed compile time memory safety 

guarantees making it a popular choice for low level software such as virtual machines as well as high scale ultra low latency web 

services [27, 45, 46, 47]. One of the industry deployments saw 10x performance improvement with Rust compared to JVM based 

language Kotlin [45]. 

● Java and other managed runtime languages. Provide a mature ecosystem, strong concurrency libraries and just in time 

optimization, but garbage collection and runtime warm up can introduce latency variance, especially at higher percentiles. 

Studies of energy efficiency and performance across languages place JVM based languages in the middle of the pack, reinforcing 

the need to treat GC tuning, heap sizing and allocation discipline as first class design concerns in latency sensitive microservices 

[23, 24]. 

● Interpreted languages (for example Python or Node.js). Offer very high developer productivity and rich ecosystems, but 

generally exhibit higher per request CPU cost and lower single instance throughput than compiled or JVM based languages. 

HTTP and streaming benchmarks, as well as cross language energy efficiency studies, typically place them behind compiled and 

JVM based languages in both throughput and latency, making them better suited to non critical control planes, offline 

processing or glue logic rather than the hottest request paths, consistent with the energy and time rankings reported in recent 

comparative studies [23, 24]. 

3.4 Memory Management and Concurrency Models  

The underlying concurrency and memory models of a runtime influence how well the system scales, how predictable tail 

latencies are, and how cleanly resources are isolated. 

● Thread-per-request models simplify reasoning but may suffer thread-context-switch overhead and memory footprint 

growth. 

● Event-loop or async/await models reduce context switching but must handle queuing and scheduling issues carefully. 

● In Rust, the ownership model and async/await ecosystem provide compile-time guarantees of data-race freedom and 

allow more deterministic scheduling. Conversely, Java’s thread pools and non-blocking I/O (NIO) offer high throughput 

but require tuning (heap size, GC settings, thread pool sizing) to limit latency spikes. Interpreted runtimes often rely on 

cooperative scheduling  

which under high I/O or CPU load can introduce unpredictable delays. 

Experimental comparisons of thread per connection, event driven and hybrid server architectures similarly show that event 

based and pipeline based models can sustain higher concurrency with lower per connection overhead when tuned correctly, 

while thread based models remain attractive for simpler low fan out workloads, reinforcing that concurrency design should 

match expected connection patterns and latency objectives [28, 29]. Therefore, when designing a high RPS, low latency service, 

concurrency and memory allocation models should be as predictable and bounded as possible, favoring minimal allocations, 

buffer reuse, avoidance of unpredictable GC pauses and runtime models that offer high scheduling. 

3.5 Interaction Between Serialization and Runtime Behavior  

The interplay between serialization format and runtime model is not merely additive, improvements in one dimension tend to 

amplify gains in the other. For example, managed runtimes that allocate many transient objects during deserialization may incur 

more GC pressure, increasing tail-latency spikes even if the serialization format is efficient. Conversely, zero copy formats align 

particularly well with allocation minimal runtimes such as Rust, and practitioner benchmarks report lower high percentile latency 

variance for such combinations than for comparable Java based implementations under similar workloads [48]. This qualitative 

pattern is consistent with the microbenchmark and inter service serialization studies in Section 3.2, which find that lower 

allocation overhead and more compact encodings reduce both median and tail latency at the RPC level [22]. Therefore, choosing 

serialization format and runtime in tandem is advisable, when the critical request path includes multiple hops and shared 

resources, pairing compact wire formats with predictable runtimes can significantly reduce the composite latency budget. 
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3.6 Systemic Implications and Design Guidelines  

From the preceding analysis we derive key heuristics for system architects targeting ultra-low-latency, high-availability services:  

● Opt for ahead-of-time compiled languages (e.g., Rust) for request paths with stringent latency budgets. 

● Use binary, schema-driven serialization formats (e.g., FlatBuffers or Protobuf) configured for minimal allocations and 

alignments to your runtime. 

● Reserve interpreted or managed-runtime languages for secondary services (e.g., orchestration, monitoring, non-

latency-critical tasks). 

● Enforce buffer reuse, pre-allocation and predictable memory behavior in critical code paths. 

● Align serialization schema evolution policy with release cadence so that versioning checks and fall backs do not 

introduce avoidable runtime overhead on latency critical paths. 

These heuristics summarize the recurrent patterns in the empirical and case study literature cited in Sections 3.2 and 3.3, and 

should be adapted to the specific workload characteristics and reliability constraints of each deployment. These guidelines set a 

strong foundation for the architectural decisions in the next section, which extend these low-level optimizations into network 

topology, caching hierarchies, and system-level latency design. 

 

4 Architectural Principles for Ultra-Low Latency  

4.1 Overview and Motivation  

Once component-level optimizations such as efficient serialization and deterministic runtimes are applied, the remaining latency 

margin is largely determined by system-level architecture. Architectural decisions concerning topology, service partitioning, 

caching layers, and precomputed data shape the end-to-end latency path and thus the tail behavior of large-scale services. This 

section synthesizes four architectural pillars for ultra low latency systems, minimising network hops, adopting cellular 

architectures for fault containment, deploying hierarchical caching on both server side and client side, and leveraging 

precomputation and data locality. Together, these form a cross layer design in which micro optimizations propagate into macro 

scale performance effects. We begin with network-hop reduction, as the physical distance and service-chain length impose 

measurable latency overheads in high-throughput deployments.  

4.2 Minimizing Network Hops and RPC Chains  

In modern microservice and cloud architectures, service calls often traverse multiple intermediary hops, each introducing 

queuing, serialization, deserialization, network latency, and context-switch overhead. Studies based on end-to-end microservice 

benchmarks such as DeathStarBench report that realistic microservice applications spend a significant fraction of their CPU time 

in RPC layers and that deeper call graphs with additional RPC hops measurably worsen both median and tail latency under load, 

amplifying end-to-end latency and resource overhead compared with more compact service graphs [30]. Cerebros, a NIC 

integrated RPC processor, uses DeathStarBench services to show that offloading the entire RPC layer to hardware reduces RPC 

layer cycles per request by 1.8–14× and improves tail latency compared with purely software stacks [31]. Complementary 

analysis of production microservice call graphs finds that dependencies are heavy-tail distributed with hotspot services, so long 

multi-hop chains are common and strongly correlated with higher end-to-end latency [32]. Taken together, these results are 

consistent with a design rule that client requests should be resolved within a minimal number of hops and that latency critical 

dependencies should be co-located or aggregated to reduce the risk of uncontrolled tail amplification. 

In practice, architects may enforce a “one-hop rule”, where a client request is resolved within a single service boundary or at 

most one intermediate aggregation. Techniques to achieve this include co-locating dependent services or combining side-car 

patterns with gRPC multiplexing to collapse RPC chains. The key outcome: each eliminated hop reduces queuing risk and 

variability in tail latency, which is especially valuable at multi-million-RPS scale. 

4.3 Cellular Architecture and Fault Containment 

Cellular architecture partitions a large scale distributed service into many independent cells, each owning its slice of compute, 

storage, and traffic so that failures or overloads in one cell do not take down the entire system. Recent work on cellular 

architectures in cloud environments highlights that this style can improve resilience, scalability, and blast radius reduction when 

combined with explicit fault containment boundaries and per cell governance [33]. Key design considerations for cellular 

architecture include: consistent hashing for routing to correct cell, data-shard locality to avoid cross-cell fetches, and 

independent autoscaling per cell to maintain performance isolation. The overhead of maintaining synchronisation across cells (as 

in strongly-consistent global systems) must be weighed carefully, but for ultra-low-latency use-cases, favoring local consistency 
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or eventual sync often pays dividends in latency resilience. 

4.4 Distributed Caching Hierarchies  

4.4.1 Server-Side Caching 

Server-side caching, especially in-memory caches such as Redis or Memcached, forms a first line of defence in reducing access 

latency. Architectures often adopt a two-tier model: a near-cache co-located with compute and a shared-cache cluster for less 

critical data. The near-cache serves hot keys with sub millisecond latencies, while the shared cache handles moderate reuse. 

4.4.2 Client-Side Caching and Prefetching 

Client-side caching (in the browser, mobile app, or edge) further reduces latency by avoiding any server round-trip for repeated 

requests. Strategies such as stale-while-revalidate allow clients to serve data immediately while asynchronously refreshing stale 

content. Prefetching on idle time or anticipating access patterns is especially effective in interactive workloads. The main trade-

off is freshness: aged data may be served, but for many high-throughput applications minimal staleness is acceptable in favor of 

availability and latency. Practical deployments such as Google AMP caches apply a stale-while-revalidate model in front of origin 

servers, which has been shown to significantly reduce Time to First Byte for mobile users by serving cached content while 

revalidation proceeds in the background, building on the semantics defined in the HTTP cache-control extensions for stale 

content (RFC 5861) [34]. 

Both levels of caching need to be considered in the architecture: server-side caching manages intra service access, while client-

side caching reduces the network and server burden altogether.  

4.5 Precomputation and Data Locality Optimization 

When storage is cheap and compute budgets are tight, precomputation becomes a powerful tool to shift runtime work into 

offline phases. For example, pre-computing responses for billions of combinations of request parameters can be a latency saving 

strategy instead of computing the response on-demand for certain workloads. Pre-computation combined with server side and 

client side caching strategies can provide much higher latency reduction compared to any one strategy. Similar to pre-

computation, materialised views, pre-aggregated queries, or ready-made serialized responses stored near the compute node all 

contribute to reducing runtime variability and latency. The latency savings can be substantial, and more importantly predictable, 

reducing tail variance. 

Data locality adds another dimension: placing compute and data collocated, for instance by pinning latency critical tables in 

systems such as Google Bigtable or Amazon DynamoDB global tables to the same region or cell, avoids remote fetches or cross 

region hops. This is critical in high-throughput systems where even remote memory access or network transfer may contribute 

significant jitter. 

Architects should design for a compute-cheap-vs-storage-cheap trade-off: if storage is an order of magnitude cheaper than 

compute and network cost at scale, then pushing work into pre-compute and caching is often optimal for latency-sensitive 

services. 

4.6 Cross-Layer Integration and Design Trade-Offs  

These architectural principles are not isolated choices: their value multiplies when integrated. The key trade-offs include: 

● Latency vs Freshness: Aggressive caching and precomputation may serve stale data; TTLs need to be set based on 

business tolerance. 

● Utilization vs Isolation: Cells improve isolation but may reduce utilization efficiency if data or traffic are skewed. 

● Storage vs Compute Cost: Precomputation and caching shift the balance toward storage; architects must evaluate cost 

curves at scale.  

A practitioner oriented heuristic is to first optimize for availability and latency within the target SLO, then optimize for cost. 

Architecture should aim for predictable performance at scale, recognizing that unpredictable paths (many hops, remote fetches) 

amplify tail latency more than marginal code-level inefficiency. The next section delves into how these architecture choices 

interact with resilience mechanisms to maintain performance under failure. 
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5 Fault Tolerance and Adaptive Resilience Mechanisms 

5.1 Overview and Motivation 

Ultra-low-latency service architectures must be designed not only for peak throughput, but also for resilience when parts of the 

system degrade or fail. In large-scale environments, retry storms, cascading failures, and resource exhaustion often represent 

the root cause of latency spikes or full-blown outages. Adaptive resilience mechanisms therefore become essential for 

sustaining high availability and bounded tail latency under stress. In this section, we synthesize evidence on widely used 

resilience mechanisms, adaptive token bucket based retries, circuit breakers and isolation techniques, load backpressure and 

shedding, and additive increase multiplicative decrease (AIMD) style concurrency control. We then integrate these mechanisms 

into an availability first design posture that, where appropriate, trades some freshness or resource efficiency in order to sustain 

latency targets. The discussion that follows is based on reported behavior of these mechanisms in published microservice and 

cloud resilience studies. Recent surveys of self adaptive cloud design and operations similarly emphasise feedback control loops 

for performance and reliability objectives, placing microservice resilience patterns within a broader space of self regulating 

cloud systems [35]. 

5.2 Adaptive Token-Bucket-Based Retry Control 

Traditional retry logic, for example fixed retry counts with exponential backoff, can inadvertently amplify load during partial 

outages, as many clients retry at the same time against already degraded services. Recent research on self adaptive microservice 

circuit breaking and retry shows that dynamically adjusting retry budgets based on observed failure rates and latency metrics 

improves carried throughput and reduces error rates compared with static retry configurations [36]. Empirical studies of request 

timeout and retry policies in microservice communication similarly report that poorly tuned static retries can increase failure 

probability and latency, while adaptive strategies that tune timeouts and retry limits based on observed service behavior achieve 

higher success ratios and more stable response times [37]. Within this framework token bucket based retry control serves as a 

concrete instance of such adaptive mechanisms, where successful calls gradually refill a limited retry budget and failed calls 

consume tokens, and once the bucket is empty further retries are suppressed, which bounds worst case load on struggling 

dependencies. 

5.3 Circuit Breaker Patterns and Isolation Techniques  

A circuit breaker protects systems by cutting off further calls to a failing dependency when error rate or latency exceed 

configured thresholds. This pattern isolates fault domains, prevents cascading failures, and allows fallback or degraded mode 

operation. Building on their retry analysis, Sedghpour et al. show that self adaptive circuit breaking in a service mesh reduces 

response time and error rates under transient overloads compared with static threshold configurations [36, 38]. Survey work on 

circuit breakers in microservices similarly reports that circuit breaker adoption is a key resilience pattern in production 

microservice systems and highlights the need for careful configuration and monitoring [39]. Isolation techniques complement 

circuit breakers: bulkheads (isolated thread-pools or bounded queues), shard-aware routing, and mirroring of critical paths all 

reduce inter-dependency failures. Setting up these patterns early in architecture rather than retrofitting is key. Practitioner 

guidance from AWS engineers, based on production experience rather than controlled experiments, cautions that circuit breaker 

design should favor adaptive policies such as gradual threshold adjustment and AIMD style control for concurrency [49]. 

5.4 Backpressure and Load Shedding 

When incoming load outpaces system capacity, perhaps due to a sudden spike in external traffic or degradation in a shared 

dependency, explicit backpressure and load shedding prevent the system from entering a cascading failure mode. In practice, 

this means rejecting or queuing a bounded fraction of requests when queues, latencies, or error rates cross predefined 

thresholds, while allowing the remaining traffic to complete with acceptable response times. Experimental studies of adaptive 

rate limiting and backpressure in microservice and cloud environments report that such policies reduce error rates and tail 

latency under overload compared with naive accept all or globally throttled strategies, while deliberately dropping a fraction of 

requests as part of the trade-off [37]. 

5.5 AIMD-Based Concurrency and Rate Control  

Additive Increase, Multiplicative Decrease (AIMD) is a feedback-control mechanism pioneered in TCP congestion control and 

increasingly applied to services for concurrency management. Here the system slowly increases allowed concurrency (or request 

rate) until latency or error thresholds are reached, then multiplicatively decreases the allowance when overload is detected. 

Controlled experiments on self adaptive microservice architectures in these studies show that dynamic adaptive style controllers 

can drive the system close to capacity while keeping response time and error rates within bounds, avoiding the oscillations 
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observed with naive threshold based policies [40, 41]. 

Applying AIMD to service concurrency helps bound tail latency even under changing workload or failure conditions. The control 

loop monitors metrics such as latency or error rate, incrementing capacity when safe, reducing aggressively when signals cross 

thresholds. Importantly, the granularity of adjustment must align with system reaction time and measurement delay to prevent 

oscillations or system “thrash.” 

5.6 Prioritising Availability over Cache Freshness 

In many high-throughput services, the design philosophy shifts toward an availability first stance, where it can be preferable to 

serve slightly stale data quickly rather than always serve fresh data slowly or not at all. Techniques such as stale-while-revalidate, 

serve-stale-on-error, and prioritized request routing enable this trade-off. For example, a soft circuit breaker configuration in a 

service mesh may route traffic to cached or degraded responses instead of hard failing requests, improving resilience at the cost 

of slight staleness. As part of fault-tolerance strategy, this tolerance allows system behavior to degrade gracefully, maintaining 

latency SLOs and availability even under deep failure or overload. In the next subsection we synthesize how all these 

mechanisms integrate across the architecture.  

5.7 Synthesis and Engineering Implications 

In concert, adaptive retry budgets, circuit breakers, backpressure and AIMD form a cohesive resilience framework layered 

beneath the architecture described in Section 4. The key engineering implications include: 

● Instrument early: monitor failure rates, latency tails, queue depth, retry budget exhaustion. 

● Implement layered control, using token bucket retry limiting as a first line, circuit breaker isolation as a second, and 

concurrency control as a third. 

● Embed degraded-mode behavior: allow stale reads, serve fallback responses and degrade performance predictably 

rather than collapse. 

This adaptive layering is intended to help services preserve bounded latency and high availability under infrastructure 

degradation or workload surges, rather than entering unpredictable failure modes.  

6 Engineering Framework and Best Practices  

6.1 Purpose and Integration  

The preceding sections suggest that low latency, high-availability services at multi-million RPS scale are typically engineered 

through coordinated optimization across multiple layers, language and runtime efficiency, architectural topology, caching and 

precomputation, and adaptive resilience mechanisms. This section consolidates those findings into an integrated engineering 

framework for hyperscale cloud systems. Rather than treating performance, availability and cost as independent goals, the 

proposed framework aligns them into co dependent design dimensions, allowing system architects to reason systematically 

about trade-offs. The objective is not only to minimise average latency but also to constrain tail latency, which more directly 

governs user experience and perceived reliability. 

6.2 Core Design Dimensions  

The framework identifies four interdependent design dimensions that govern scalability and performance predictability: 

1. Runtime Efficiency: Optimal language and serialization selection; deterministic memory management and minimal 

allocation. 

2. Network Topology and Isolation: Reduction of RPC hops, co-location of services, and use of cellular segmentation for 

failure containment. 

3. Caching and Computation Strategy: Hierarchical caching with controlled staleness, precomputation, and data locality 

optimization. 

4. Resilience and Adaptivity: Dynamic rate control, circuit breakers, and AIMD-based concurrency regulation to maintain 

availability.  

These dimensions are mutually reinforcing. For example, caching efficacy depends on data locality and network topology, while 

adaptive resilience determines how performance degrades under overload. Neglecting any dimension can significantly weaken 

optimizations in the others. 
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6.3 Unified Engineering Framework 

The proposed layered model organizes the system as follows: 

● Layer 1 – Runtime Foundation: Deterministic execution through compiled languages (for example, Rust), binary 

serialization, and bounded memory usage. 

● Layer 2 – Architecture & Topology: Minimal-hop network paths, cellular isolation, and locality-aware routing. 

● Layer 3 – Latency-Aware Caching: Multi-level caching integrated with precomputation pipelines and asynchronous 

revalidation. 

● Layer 4 – Adaptive Resilience: Feedback loops adjusting retry budgets, concurrency limits, and failover behavior in real 

time.  

Together these layers define a feedback oriented system model in which latency and error metrics can be used to adjust 

operational parameters over time. This model also supports incremental adoption, organizations may start with runtime and 

serialization optimization and progressively introduce higher layer controls as systems evolve toward global scale deployments.  

6.4 Decision Matrix and Trade-Off Guidelines  

Table 1 (Decision Matrix) maps system objectives to recommended engineering strategies. Key guidance includes:  

Goal Recommended Strategies Trade-off Considerations 

Minimize p99 latency 

Reduce RPC hops, deploy binary 

serialization (for example FlatBuffers 

or Protobuf), and colocate compute 

and cache. 

Increased engineering effort for 

schema management and careful 

versioning. 

Maximize availability 

Implement token bucket retries, 

circuit breakers, and serve stale on 

error modes. 

Possible temporary data staleness 

and increased storage or cache 

footprint. 

Optimize cost efficiency 
Increase precomputation ratio, use 

hierarchical caching 

Higher data management 

complexity and operational 

overhead for cache management 

Ensure predictable performance 

under failure 

Apply AIMD based concurrency 

control, isolate services with 

bulkheads, and prioritise critical 

traffic. 

Reduced peak throughput under 

heavy throttling and more complex 

configuration. 

This trade-off matrix follows a Pareto principle: improving one dimension (e.g., latency) often reduces efficiency elsewhere (e.g., 

freshness or resource utilization). 

6.5 Implementation Best Practices 

From the above framework, several actionable practices emerge: 

● Instrument before optimization: Collect granular latency, queue-depth, and retry-budget telemetry across all layers. 

● Design for degradation: Implement fallback logic and stale serve policies to help maintain bounded latency during 

failure. 

● Integrate caching early: Plan for multi-tier caching and precomputation at the design phase, not as a retrofit. 

● Automate adaptivity: Use continuous feedback controllers to tune retry limits, cache TTLs, and concurrency dynamically. 

● Latency budgeting: Allocate latency budgets per service hop to ensure cumulative P99 remains below SLA targets. 

These practices are consistent with latency-aware engineering work that treats latency as a first class resource that must be 

measured, budgeted and actively managed over time. 
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6.6 Synthesis and Practical Impact 

The framework integrates lessons drawn from existing theory, published experimentation and real-world operations into a 

cohesive set of design guidelines for engineering multi-million RPS services with predictable performance characteristics. By 

codifying cross layer dependencies and feedback mechanisms, it is intended to help cloud architects design systems that are 

both resilient and cost conscious while sustaining user perceived responsiveness. Furthermore, it lays the foundation for future 

work on self optimizing cloud infrastructure where adaptive control logic continuously seeks to enforce latency SLOs under 

changing workload conditions. The next section explores such emerging research directions spanning AI-driven autoscaling, 

programmable data planes, and sustainable computing.  

 

7 Future Research Directions  

7.1 Emerging Trends and Motivation 

Future research on ultra low latency, high-availability services can most usefully extend and operationalise the layered 

framework introduced in Section 6, focusing on directions that remain tightly coupled to its design dimensions. In particular, 

promising directions are: (1) making the adaptive control mechanisms in Section 5 more autonomous using learning based 

policies, (2) pushing specific latency and availability control functions into programmable data plane components, and (3) 

incorporating energy and sustainability metrics directly into the latency-aware trade-off matrix in Section 6. The following 

subsections outline these directions as concrete research questions that remain tightly connected to the proposed framework. 

7.2 AI-Driven Autoscaling and Predictive Optimization  

A first line of future work is to integrate machine learning based autoscaling with the adaptive retry and AIMD style controllers 

described in Section 5 into a unified feedback loop for concurrency and capacity control. Concrete research questions include 

how such a controller can use telemetry from latency SLOs, retry budgets and cache hit rates to proactively adjust capacity 

before tail latency violations occur, and how its performance compares with state of the art autoscalers in terms of tail latency, 

cost, and robustness across workloads. Recent work on machine learning based autoscaling and microservice scheduling shows 

that reinforcement learning and graph neural network controllers can reduce tail latency or CPU usage compared with threshold 

based policies in dynamic cloud workloads [42, 43]. Future research may combine such controllers with the adaptive resilience 

framework described in Section 5, integrating telemetry from retry budgets, cache hit rates and latency SLO deviations into a 

unified control loop whose effectiveness is evaluated using end-to-end p95 and p99 latency, error rates and resource cost. 

Within the framework of Section 6, this line of work would extend Layer 4 (adaptive resilience) from rule based controllers to 

learned controllers that jointly tune concurrency limits, retry policies and cache freshness while respecting the latency and 

availability objectives encoded in the decision matrix. 

7.3 Programmable Data Planes and Network-Level Optimization  

A second proximate research direction concerns how programmable data plane technologies can implement parts of the 

network topology and latency control logic that the framework currently places in software. At multi-million RPS scale, 

microseconds of per-hop overhead accumulate into measurable tail latency penalties, so pushing load balancing, congestion 

control and simple latency budgeting into eBPF, DPDK or P4 based components is a natural extension of Layer 2 (architecture 

and topology) in Section 6. A concrete research question is how much of the observed tail latency at the application layer can 

be attributed to per hop data plane behavior, and whether P4 or eBPF based implementations can provide measurable 

reductions in p99 latency compared with purely software based load balancers under comparable workloads. 

Within the proposed framework, this becomes a concrete question of end-to-end co design between Layer 2 (programmable 

network paths) and Layer 4 (adaptive control loops) so that per hop latency budgets and SLOs can be enforced consistently 

across both hardware and software. Such co design could narrow the persistent gap between network level scheduling and 

application level latency SLO enforcement, and may lower the effective latency floor of distributed cloud services in settings 

where network processing currently dominates end-to-end delays. 

7.4 Energy Efficiency and Sustainable Cloud Engineering  

A third direction, directly linked to the trade-offs in Section 6, is to enrich the decision matrix with energy and carbon cost 

dimensions. Rather than treating green computing as a separate agenda, future work can ask how latency-aware caching, 

precomputation and replication strategies can be parameterized by energy budgets and carbon intensity, so that system 
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operators can choose points along a latency availability energy frontier for different workloads. Future research can explore 

techniques that minimise energy use while preserving low latency guarantees within the latency and availability objectives of the 

framework. This includes carbon-aware workload scheduling and energy-proportional caching guided by latency feedback.  

Empirical studies on green edge cloud and edge cloud computing report that energy-aware task scheduling under QoS 

constraints can reduce power draw without violating service objectives [40]. Such results suggest that the framework in Section 

6 could be extended with policies that select between more aggressive caching and replication or more conservative resource 

usage depending on energy prices and carbon intensity signals, while still respecting p95 and p99 latency budgets. Integrating 

such environmental feedback loops into the framework of Section 7 would advance the field toward sustainable performance 

engineering, where throughput, latency, and carbon impact are jointly optimized. 

7.5 Synthesis and Outlook 

Integrating learning based control, programmable networking and energy-aware policies within the layered framework defines a 

focused and tractable research agenda. Rather than attempting to cover the full space of AI and green computing, future work 

can prototype concrete combinations of these techniques that make the runtime, architectural and resilience layers in Sections 4 

to 6 more adaptive while preserving the latency and availability objectives that motivate the framework. These developments 

could extend the engineering framework presented in this paper beyond static design toward a more self optimizing paradigm 

that seeks to balance very low latency operation with explicit consideration of environmental impact. The final section 

summarizes how these directions extend the proposed framework into a path toward more scalable and dependable cloud 

systems. 

 

8 Conclusion  

8.1 Summary of Objectives and Scope 

This paper examined how to design and operate services that handle millions of requests per second while maintaining ultra 

low latency and high availability. It presented a design oriented framework that unifies micro level optimizations, such as 

serialization choices, runtime determinism and memory control, with macro level architectural strategies, including network hop 

minimization, cellular isolation, hierarchical caching and precomputation. The paper further integrated adaptive fault tolerance 

mechanisms, including token bucket based retries, circuit breakers, additive increase multiplicative decrease control and 

availability first caching policies, explaining how these techniques can be composed to support predictable performance under 

dynamic workloads and partial failures. In doing so, the framework consolidates insights from latency models, empirical 

performance studies and documented cloud engineering practice into an evidence informed guide for ultra low latency system 

design, without claiming new experimental validation of the individual techniques. The framework is constrained by the scope 

and granularity of existing published studies, and does not attempt to provide workload specific tuning rules for particular 

proprietary platforms. 

8.2 Key Findings and Contributions  

The main implications of this synthesis can be summarized as follows: 

1. Runtime and Serialization Efficiency: Reported empirical studies and case reports suggest that compiled, memory safe 

languages such as Rust, when paired with zero copy binary serialization, tend to deliver more deterministic latency 

behavior than managed or interpreted environments on latency critical paths. 

2. Architectural Simplification: Analyses of microservice call graphs and cellular architectures indicate that reducing 

network hops and adopting a cellular topology can achieve meaningful latency savings while localising failure domains, 

which aligns with the design principles emphasized in this framework. 

3. Caching and Precomputation: Studies show that multi-tier caching and precomputation can shift workloads from 

compute bound to storage bound regimes, stabilising tail latency and improving throughput, which the framework 

captures as part of its caching and data locality dimension. 

4. Adaptive Resilience: Empirical and analytical work on retries, circuit breakers and rate control suggests that feedback 

controlled mechanisms, including token bucket style retry budgets, circuit breakers, backpressure and AIMD based 

concurrency control, can help prevent cascading retries, stabilise queues and maintain high availability targets under 

stress, which motivates their inclusion in the framework. 

5. Integrated Framework: The layered engineering model proposed in Section 6 is intended as a reusable conceptual 

template for architecting hyperscale services, synthesizing these strands of prior work into a single design vocabulary 

rather than introducing new mechanisms. 
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Collectively, these contributions form an evidence informed conceptual framework for cross layer performance engineering in 

latency sensitive cloud services. The synthesis reflects patterns reported in the cited studies, and does not imply that any single 

language, architecture or resilience pattern is universally optimal across all workload profiles. The integrated view offered here 

aligns with recent calls for data driven systems design and for treating latency, availability and cost as co-optimized objectives 

rather than competing constraints, as articulated in contemporary work on data intensive systems, microservice performance 

analysis and latency-aware cloud scheduling.  

8.3 Broader Impact and Future Outlook  

The framework proposed in this study is intended to offer a structured basis for the systematic evolution of ultra low latency, 

high-availability services toward more autonomous and adaptive cloud infrastructures. As hyperscale platforms evolve, these 

principles can inform orchestration layers that increasingly learn from workload dynamics, integrating AI driven autoscaling, 

programmable data plane support and energy-aware placement decisions. Beyond performance, the methods outlined here 

align with sustainability oriented work on latency-aware resource efficiency and more targeted use of compute and network 

capacity, connecting this framework to emerging research on energy efficient and green performance engineering. By unifying 

performance, resilience and sustainability within a common design language, this work provides an evidence-informed starting 

point for future research on dependable digital infrastructure that must sustain global scale demand while meeting stringent 

latency objectives. 

Funding: This research received no external funding.  
Conflicts of Interest: The authors declare no conflict of interest. 
Publisher’s Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of 

their affiliated organizations, or those of the publisher, the editors and the reviewers.  

 

References 

[1] J. Soldani, D. A. Tamburri, and W. J. van den Heuvel, "The pains and gains of microservices: a systematic grey literature review," Journal of 

Systems and Software, vol. 146, pp. 215–232, 2018. [Online]. Available: 

https://www.sciencedirect.com/science/article/abs/pii/S0164121218302139 

[2] D. Taibi, V. Lenarduzzi, and C. Pahl, "Architectural patterns for microservices: a systematic mapping study," in Proc. 8th Int. Conf. Cloud 

Comput. Serv. Sci. (CLOSER), 2018, pp. 221–232. [Online]. Available: https://www.scitepress.org/Papers/2018/67983/ 

[3] V. Bushong et al., "On microservice analysis and architecture evolution, a systematic mapping study," Applied Sciences, vol. 11, no. 17, art. 

7856, 2021. [Online]. Available: https://www.mdpi.com/2076-3417/11/17/7856 

[4] Y. Wang, H. Kadiyala, and J. Rubin, "Promises and challenges of microservices: an exploratory study," Empirical Software Engineering, vol. 26, 

art. 63, 2021. [Online]. Available: https://link.springer.com/article/10.1007/s10664-020-09910-y 

[5] H. Rodrigues, A. Rito Silva, and A. Avritzer, "Assessment of performance and its scalability in microservice architectures: Systematic literature 

review," preprint, Oct. 2024. [Online]. Available: https://ssrn.com/abstract=4975544 

[6] N. Bjørndal, L. J. P. de Araújo, A. Bucchiarone, N. Dragoni, M. Mazzara, and S. Dustdar, "Benchmarks and performance metrics for assessing the 

migration to microservice based architectures," Journal of Object Technology, vol. 20, no. 2, pp. 2:1–2:17, 2021. [Online]. Available: 

http://www.jot.fm/contents/issue_2021_02/article3.html 

[7] V. K. Thatikonda, "Assessing the impact of microservices architecture on software maintainability and scalability," European Journal of 

Theoretical and Applied Sciences, vol. 1, no. 4, pp. 782-787, 2023. [Online]. Available: https://ejtas.com/index.php/journal/article/view/201 

[8] G. Somashekar, "Performance Management of Large Scale Microservices Applications," thesis proposal, Dept. of Computer Science, Stony 

Brook University, 2023. [Online]. Available: https://gaganso.github.io/files/proposal_report.pdf 

[9] S. Gilbert and N. Lynch, "Brewer's conjecture and the feasibility of consistent, available, partition-tolerant web services," ACM SIGACT News, 

vol. 33, no. 2, pp. 51–59, 2002. [Online]. Available: https://dl.acm.org/doi/10.1145/564585.564601 

[10] D. J. Abadi, "Consistency tradeoffs in modern distributed database system design, CAP is only part of the story," Computer, vol. 45, no. 2, pp. 

37–42, 2012. [Online]. Available: https://www.cs.umd.edu/~abadi/papers/abadi-pacelc.pdf 

[11] J. C. Corbett et al., "Spanner, Google's globally distributed database," in Proc. 10th USENIX Symp. Oper. Syst. Des. Implement. (OSDI), 2012. 

[Online]. Available: https://www.usenix.org/conference/osdi12/technical-sessions/presentation/corbett 

[12] G. DeCandia et al., "Dynamo, Amazon's highly available key-value store," in Proc. 21st ACM SIGOPS Symp. Operating Syst. Principles (SOSP), 

2007, pp. 205–220. [Online]. Available: https://dl.acm.org/doi/10.1145/1294261.1294281 

[13] X. Zhu et al., "Dissecting overheads of service mesh sidecars," in Proc. ACM Symp. Cloud Comput. (SoCC), 2023, pp. 142–157. [Online]. 

Available: https://dl.acm.org/doi/10.1145/3620678.3624652 

[14] Z. Zhang, M. K. Ramanathan, P. Raj, A. Parwal, T. Sherwood, and M. Chabbi, "CRISP: Critical path analysis of large-scale microservice 

architectures," in Proc. 2022 USENIX Annu. Tech. Conf. (USENIX ATC), 2022. [Online]. Available: 

https://www.usenix.org/conference/atc22/presentation/zhang-zhizhou 

[15] Y. Zhang, R. Isaacs, Y. Yue, J. Yang, L. Zhang, and Y. Vigfusson, "LatenSeer, causal modeling of end to end latency distributions by harnessing 

https://www.sciencedirect.com/science/article/abs/pii/S0164121218302139?utm_source=chatgpt.com
https://www.sciencedirect.com/science/article/abs/pii/S0164121218302139?utm_source=chatgpt.com
https://www.sciencedirect.com/science/article/abs/pii/S0164121218302139
https://www.scitepress.org/Papers/2018/67983
https://www.mdpi.com/2076-3417/11/17/7856
https://link.springer.com/article/10.1007/s10664-020-09910-y
https://link.springer.com/article/10.1007/s10664-020-09910-y
https://ssrn.com/abstract=4975544
https://ssrn.com/abstract=4975544
http://www.jot.fm/contents/issue_2021_02/article3.html
http://www.jot.fm/contents/issue_2021_02/article3.html
http://www.jot.fm/contents/issue_2021_02/article3.html
https://ejtas.com/index.php/journal/article/view/201
https://ejtas.com/index.php/journal/article/view/201
https://gaganso.github.io/files/proposal_report.pdf
https://gaganso.github.io/files/proposal_report.pdf
https://dl.acm.org/doi/10.1145/564585.564601
https://dl.acm.org/doi/10.1145/564585.564601
https://www.cs.umd.edu/~abadi/papers/abadi-pacelc.pdf
https://www.cs.umd.edu/~abadi/papers/abadi-pacelc.pdf
https://www.usenix.org/conference/osdi12/technical-sessions/presentation/corbett
https://www.usenix.org/conference/osdi12/technical-sessions/presentation/corbett
https://dl.acm.org/doi/10.1145/1294261.1294281
https://dl.acm.org/doi/10.1145/1294261.1294281
https://dl.acm.org/doi/10.1145/3620678.3624652
https://dl.acm.org/doi/10.1145/3620678.3624652
https://www.usenix.org/conference/atc22/presentation/zhang-zhizhou
https://www.usenix.org/conference/atc22/presentation/zhang-zhizhou
https://www.usenix.org/conference/atc22/presentation/zhang-zhizhou


Engineering for Millions of Requests Per Second: Building Ultra-Low Latency, High-Availability Services at Scale 

 

Page | 72  

distributed tracing," in Proc. ACM Symp. Cloud Comput. (SoCC ’23), 2023, pp. 502–519. [Online]. Available: 

https://dl.acm.org/doi/10.1145/3620678.3624787 

[16] J. Dean and L. A. Barroso, "The tail at scale," Communications of the ACM, vol. 56, no. 2, pp. 74–80, 2013. [Online]. Available: 

https://dl.acm.org/doi/10.1145/2408776.2408794 

[17] G. Ananthanarayanan, A. Ghodsi, S. Shenker, and I. Stoica, "Effective straggler mitigation: Attack of the clones," in Proc. 10th USENIX Symp. 

Networked Systems Design and Implementation (NSDI 13), Lombard, 2013. [Online]. Available: 

https://www.usenix.org/conference/nsdi13/technical-sessions/presentation/ananthanarayanan 

[18] M. F. Aktas and E. Soljanin, "Straggler mitigation at scale," IEEE/ACM Transactions on Networking, vol. 27, no. 6, pp. 2266–2279, 2019. 

[Online]. Available: https://doi.org/10.1109/TNET.2019.2946464 

[19] T. Myastovskiy, "Evaluating the performance of serialization protocols in Apache Kafka," Master's thesis, Dept. of Computing Science, Umeå 

University, 2024. [Online]. Available: https://umu.diva-portal.org/smash/record.jsf?pid=diva2:1878772 

[20] M. A. Ferreira, "Comparing JSON and Protocol Buffers in HTTP based REST architectures, performance and energy efficiency," Master's thesis, 

Instituto Superior de Engenharia do Porto, 2025. [Online]. Available: http://hdl.handle.net/10400.22/30406 

[21] S. Jackson, N. Cummings, and S. Khan, "Streaming technologies and serialization protocols, empirical performance analysis," IEEE Access, vol. 

12, 2024. [Online]. Available: https://doi.org/10.1109/ACCESS.2024.3486054 

[22] E. Y. Maltsev and R. U. Amin, "Impact of serialization format on inter-service latency," Advances in Cyber-Physical Systems, vol. 9, no. 2, pp. 

89–94, 2024. [Online]. Available: https://science.lpnu.ua/acps/all-volumes-and-issues/volume-9-number-2-2024/impact-serialization-format-

inter-service-latency 

[23] R. Pereira, M. Couto, F. Ribeiro, R. Rua, J. Cunha, J. P. Fernandes, and J. Saraiva, "Ranking programming languages by energy efficiency," 

Science of Computer Programming, vol. 205, Art. no. 102609, May 2021. [Online]. Available: 

https://www.sciencedirect.com/science/article/abs/pii/S0167642321000022 

[24] R. Pereira, M. Couto, F. Ribeiro, R. Rua, J. Cunha, J. P. Fernandes, and J. Saraiva, "Energy Efficiency across Programming Languages: How Do 

Energy, Time, and Memory Relate?" in Proc. 10th ACM SIGPLAN Int. Conf. Software Language Engineering (SLE 2017), 2017, pp. 256–267. 

[Online]. Available: https://doi.org/10.1145/3136014.3136031 

[25] N. van Kempen, H. J. Kwon, D. T. Nguyen, and E. D. Berger, "It’s not easy being green, on the energy efficiency of programming languages," 

arXiv preprint arXiv:2410.05460, 2025. [Online]. Available: https://arxiv.org/abs/2410.05460 

[26] WedoLow, "Not All Programming Languages Are Equal: Impacts on Execution, Memory, and Energy in Embedded Systems," 2024. [Online]. 

Available: https://www.wedolow.com/resources/not-all-languages-are-created-equal 

[27] O. K. A. Santoso, C. Kwee, W. Chua, G. Z. Nabiilah, and Rojali, "Rust's memory safety model: An evaluation of its effectiveness in preventing 

common vulnerabilities," Procedia Computer Science, vol. 227, pp. 119–127, 2023. [Online]. Available: 

https://www.sciencedirect.com/science/article/pii/S1877050923016757 

[28] D. Pariag, T. Brecht, A. Harji, P. Buhr, A. Shukla, and D. R. Cheriton, "Comparing the performance of web server architectures," ACM SIGOPS 

Operating Systems Review, vol. 41, no. 3, pp. 231–243, 2007. [Online]. Available: https://doi.org/10.1145/1272998.1273021 

[29] M. Bilski, "Migration from blocking to non-blocking web frameworks," Master's thesis, Dept. of Computer Science and Engineering, Blekinge 

Institute of Technology, Sweden, 2014. [Online]. Available: https://bth.diva-portal.org/smash/record.jsf?pid=diva2:833347 

[30] Y. Gan et al., "An Open-Source Benchmark Suite for Microservices and Their Hardware-Software Implications for Cloud and Edge Systems," 

in Proceedings of the 24th Int. Conf. on Architectural Support for Programming Languages and Operating Systems (ASPLOS '19), 2019, pp. 1–16. 

[Online]. Available: https://dl.acm.org/doi/10.1145/3297858.3304013 

[31] A. Pourhabibi, M. Sutherland, A. Daglis, and B. Falsafi, "Cerebros: Evading the RPC Tax in Datacenters," in MICRO-54: 54th Annual IEEE/ACM 

International Symposium on Microarchitecture (MICRO '21), 2021, pp. 407-420. [Online]. Available: 

https://dl.acm.org/doi/10.1145/3466752.3480055 

[32] S. Luo, H. Xu, C. Lu, K. Ye, G. Xu, L. Zhang, J. He, and C. Xu, "An In-Depth Study of Microservice Call Graph and Runtime Performance," IEEE 

Transactions on Parallel and Distributed Systems, vol. 33, no. 12, 2022. [Online]. Available: https://ieeexplore.ieee.org/document/9774016 

[33] C. F. L. Rapôso, "Cellular architecture in cloud computing: A systematic review on resilience, scalability and emerging trends," in 

Fundamentals and Advances in Computer Science, 2nd ed., 2025. [Online]. Available: 

https://periodicos.newsciencepubl.com/editoraimpacto/article/view/7109 

[34] B. Jun, F. E. Bustamante, S. Y. Whang, and Z. S. Bischof, "AMP up your mobile web experience, characterizing the impact of Google's 

Accelerated Mobile Project," in Proc. 25th Annu. Int. Conf. Mobile Comput. Netw. (MobiCom 2019), 2019. [Online]. Available: 

https://doi.org/10.1145/3300061.3300137 

[35] A. Angelis and G. Kousiouris, "An overview on the landscape of self-adaptive cloud design and operation patterns, goals, strategies, tooling, 

evaluation, and dataset perspectives," Future Internet, vol. 17, no. 10, art. 434, 2025. [Online]. Available: https://www.mdpi.com/1999-

5903/17/10/434 

[36] M. R. S. Sedghpour, D. Garlan, B. R. Schmerl, C. Klein, and J. Tordsson, "Breaking the vicious circle, self-adaptive microservice circuit breaking 

and retry," in 2023 IEEE International Conference on Cloud Engineering (IC2E), 2023, pp. 32–42. [Online]. Available: 

https://www.computer.org/csdl/proceedings-article/ic2e/2023/439400a032/1RR1iuUCVPO 

[37] H. Hanada and K. Ishibashi, "Empirical study on request timeout and retry for microservices communication," in 2024 IEEE 29th Pacific Rim 

International Symposium on Dependable Computing (PRDC), 2024. [Online]. Available: https://www.computer.org/csdl/proceedings-

article/prdc/2024/407400a199/243QR9P8Mda 

[38] M. R. S. Sedghpour, C. Klein, and J. Tordsson, "An empirical study of service mesh traffic management policies for microservices," in 

Proceedings of the 2022 ACM/SPEC International Conference on Performance Engineering (ICPE '22), 2022. [Online]. Available: 

https://dl.acm.org/doi/10.1145/3489525.3511686 

[39] F. Falahah, K. Surendro, and W. D. Sunindyo, "Circuit breaker in microservices: State of the art and future prospects," IOP Conf. Ser. Mater. 

Sci. Eng., vol. 1077, no. 1, art. 012065, 2021. [Online]. Available: https://doi.org/10.1088/1757-899X/1077/1/012065 

https://dl.acm.org/doi/10.1145/3620678.3624787
https://dl.acm.org/doi/10.1145/3620678.3624787
https://dl.acm.org/doi/10.1145/3620678.3624787
https://dl.acm.org/doi/10.1145/2408776.2408794
https://dl.acm.org/doi/10.1145/2408776.2408794
https://dl.acm.org/doi/10.1145/2408776.2408794
https://www.usenix.org/conference/nsdi13/technical-sessions/presentation/ananthanarayanan
https://www.usenix.org/conference/nsdi13/technical-sessions/presentation/ananthanarayanan
https://www.usenix.org/conference/nsdi13/technical-sessions/presentation/ananthanarayanan
https://doi.org/10.1109/TNET.2019.2946464
https://doi.org/10.1109/TNET.2019.2946464
https://umu.diva-portal.org/smash/record.jsf?pid=diva2:1878772
https://umu.diva-portal.org/smash/record.jsf?pid=diva2:1878772
http://hdl.handle.net/10400.22/30406
http://hdl.handle.net/10400.22/30406
https://doi.org/10.1109/ACCESS.2024.3486054
https://doi.org/10.1109/ACCESS.2024.3486054
https://science.lpnu.ua/acps/all-volumes-and-issues/volume-9-number-2-2024/impact-serialization-format-inter-service-latency
https://science.lpnu.ua/acps/all-volumes-and-issues/volume-9-number-2-2024/impact-serialization-format-inter-service-latency
https://science.lpnu.ua/acps/all-volumes-and-issues/volume-9-number-2-2024/impact-serialization-format-inter-service-latency
https://www.sciencedirect.com/science/article/abs/pii/S0167642321000022
https://www.sciencedirect.com/science/article/abs/pii/S0167642321000022
https://www.sciencedirect.com/science/article/abs/pii/S0167642321000022
https://doi.org/10.1145/3136014.3136031
https://doi.org/10.1145/3136014.3136031
https://arxiv.org/abs/2410.05460
https://arxiv.org/abs/2410.05460
https://www.wedolow.com/resources/not-all-languages-are-created-equal
https://www.wedolow.com/resources/not-all-languages-are-created-equal
https://www.sciencedirect.com/science/article/pii/S1877050923016757
https://www.sciencedirect.com/science/article/pii/S1877050923016757
https://www.sciencedirect.com/science/article/pii/S1877050923016757
https://doi.org/10.1145/1272998.1273021
https://doi.org/10.1145/1272998.1273021
https://bth.diva-portal.org/smash/record.jsf?pid=diva2:833347
https://bth.diva-portal.org/smash/record.jsf?pid=diva2:833347
https://dl.acm.org/doi/10.1145/3297858.3304013
https://dl.acm.org/doi/10.1145/3297858.3304013
https://dl.acm.org/doi/10.1145/3466752.3480055
https://dl.acm.org/doi/10.1145/3466752.3480055
https://dl.acm.org/doi/10.1145/3466752.3480055
https://ieeexplore.ieee.org/document/9774016
https://ieeexplore.ieee.org/document/9774016
https://periodicos.newsciencepubl.com/editoraimpacto/article/view/7109
https://periodicos.newsciencepubl.com/editoraimpacto/article/view/7109
https://periodicos.newsciencepubl.com/editoraimpacto/article/view/7109
https://doi.org/10.1145/3300061.3300137
https://doi.org/10.1145/3300061.3300137
https://doi.org/10.1145/3300061.3300137
https://www.mdpi.com/1999-5903/17/10/434
https://www.mdpi.com/1999-5903/17/10/434
https://www.mdpi.com/1999-5903/17/10/434
https://www.computer.org/csdl/proceedings-article/ic2e/2023/439400a032/1RR1iuUCVPO
https://www.computer.org/csdl/proceedings-article/ic2e/2023/439400a032/1RR1iuUCVPO
https://www.computer.org/csdl/proceedings-article/ic2e/2023/439400a032/1RR1iuUCVPO
https://www.computer.org/csdl/proceedings-article/prdc/2024/407400a199/243QR9P8Mda
https://www.computer.org/csdl/proceedings-article/prdc/2024/407400a199/243QR9P8Mda
https://www.computer.org/csdl/proceedings-article/prdc/2024/407400a199/243QR9P8Mda
https://dl.acm.org/doi/10.1145/3489525.3511686
https://dl.acm.org/doi/10.1145/3489525.3511686
https://dl.acm.org/doi/10.1145/3489525.3511686
https://doi.org/10.1088/1757-899X/1077/1/012065
https://doi.org/10.1088/1757-899X/1077/1/012065


JCSTS 7(12): 60-73 

 

Page | 73  

 

[40] Y. Li, Y. Zhang, Z. Zhou, and L. Shen, "Intelligent flow control algorithm for microservice system," Cognitive Computation and Systems, vol. 3, 

no. 3, pp. 276–285, 2021. [Online]. Available: https://ietresearch.onlinelibrary.wiley.com/doi/abs/10.1049/ccs2.12013 

[41] L. Wang, X. Li, N. Wang, H. Li, X. Qin, and J. Wu, "Dependency aware traffic management for configuring on demand in service meshes," in 

Proceedings of the 2022 IEEE 28th International Conference on Parallel and Distributed Systems (ICPADS), 2022, pp. 450–457. [Online]. Available: 

https://doi.org/10.1109/ICPADS56603.2022.00065 

[42] J. Park, B. Choi, C. Lee, and D. Han, "Graph neural network based SLO aware proactive resource autoscaling framework for microservices," 

IEEE/ACM Transactions on Networking, vol. 32, no. 4, pp. 3331–3346, Aug. 2024. [Online]. Available: https://doi.org/10.1109/TNET.2024.3393427 

[43] A. Kallel, M. Rekik, and M. Khemakhem, "A deep reinforcement learning based optimization approach for containerized microservice 

scheduling in hybrid fog/cloud environments," Eng. Appl. Artif. Intell., vol. 141, art. 109745, 2025. [Online]. Available: 

https://www.sciencedirect.com/science/article/pii/S0952197624019043 

[44] M. Brooker, "Let’s consign CAP to the cabinet of curiosities," Marc's Blog, 2024. [Online]. Available: 

https://brooker.co.za/blog/2024/07/25/cap-again.html 

[45] W. Vogels, "Just make it scale, an Aurora DSQL story," All Things Distributed, 2025. [Online]. Available: 

https://www.allthingsdistributed.com/2025/05/just-make-it-scale-an-aurora-dsql-story.html 

[46] J. Barr, "Firecracker, lightweight virtualization for serverless computing," AWS News Blog, 2018. [Online]. Available: 

https://aws.amazon.com/blogs/aws/firecracker-lightweight-virtualization-for-serverless-computing/ 

[47] M. Asay, "Why AWS loves Rust, and how we’d like to help," AWS Open Source Blog, 2020. [Online]. Available: 

https://aws.amazon.com/blogs/opensource/why-aws-loves-rust-and-how-wed-like-to-help/ 

[48] "The CS Engineer," "Rust vs Go vs Java, the 2025 concurrency benchmark cage match," Medium, 2025. [Online]. Available: 

https://medium.com/%40Krishnajlathi/rust-vs-go-vs-java-the-2025-concurrency-benchmark-cage-match-943e53d04b8d 

[49] M. Brooker, "Try again: The tools and techniques behind resilient systems," presented at AWS re:Invent 2024, Las Vegas, NV, USA, Dec. 2 6, 

2024. [Online]. Available: https://reinvent.awsevents.com/content/dam/reinvent/2024/slides/arc/ARC403_Try-again-The-tools-and-techniques-

behind-resilient-systems.pdf 

 

https://ietresearch.onlinelibrary.wiley.com/doi/abs/10.1049/ccs2.12013
https://ietresearch.onlinelibrary.wiley.com/doi/abs/10.1049/ccs2.12013
https://doi.org/10.1109/ICPADS56603.2022.00065
https://doi.org/10.1109/ICPADS56603.2022.00065
https://doi.org/10.1109/ICPADS56603.2022.00065
https://doi.org/10.1109/TNET.2024.3393427
https://doi.org/10.1109/TNET.2024.3393427
https://www.sciencedirect.com/science/article/pii/S0952197624019043
https://www.sciencedirect.com/science/article/pii/S0952197624019043
https://www.sciencedirect.com/science/article/pii/S0952197624019043
https://brooker.co.za/blog/2024/07/25/cap-again.html
https://brooker.co.za/blog/2024/07/25/cap-again.html
https://brooker.co.za/blog/2024/07/25/cap-again.html
https://www.allthingsdistributed.com/2025/05/just-make-it-scale-an-aurora-dsql-story.html
https://www.allthingsdistributed.com/2025/05/just-make-it-scale-an-aurora-dsql-story.html
https://www.allthingsdistributed.com/2025/05/just-make-it-scale-an-aurora-dsql-story.html
https://aws.amazon.com/blogs/aws/firecracker-lightweight-virtualization-for-serverless-computing/
https://aws.amazon.com/blogs/aws/firecracker-lightweight-virtualization-for-serverless-computing/
https://aws.amazon.com/blogs/aws/firecracker-lightweight-virtualization-for-serverless-computing/
https://aws.amazon.com/blogs/opensource/why-aws-loves-rust-and-how-wed-like-to-help/
https://aws.amazon.com/blogs/opensource/why-aws-loves-rust-and-how-wed-like-to-help/
https://aws.amazon.com/blogs/opensource/why-aws-loves-rust-and-how-wed-like-to-help/
https://medium.com/%40Krishnajlathi/rust-vs-go-vs-java-the-2025-concurrency-benchmark-cage-match-943e53d04b8d
https://medium.com/%40Krishnajlathi/rust-vs-go-vs-java-the-2025-concurrency-benchmark-cage-match-943e53d04b8d
https://medium.com/%40Krishnajlathi/rust-vs-go-vs-java-the-2025-concurrency-benchmark-cage-match-943e53d04b8d
https://reinvent.awsevents.com/content/dam/reinvent/2024/slides/arc/ARC403_Try-again-The-tools-and-techniques-behind-resilient-systems.pdf
https://reinvent.awsevents.com/content/dam/reinvent/2024/slides/arc/ARC403_Try-again-The-tools-and-techniques-behind-resilient-systems.pdf
https://reinvent.awsevents.com/content/dam/reinvent/2024/slides/arc/ARC403_Try-again-The-tools-and-techniques-behind-resilient-systems.pdf

