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| ABSTRACT 

Alzheimer's Disease (AD) is a progressive neurodegenerative disorder that severely affects cognitive and motor functions, 

necessitating early detection for timely intervention and improved patient outcomes. Subtle changes in gait, including stride 

length and cadence, have been identified as potential early indicators of cognitive decline associated with AD (Del Din et al., 

2019). This study leverages advanced deep learning methodologies to enhance the diagnostic capability of gait analysis. Using 

datasets collected from wearable sensors and motion capture systems, Convolutional Neural Networks (CNNs) and Recurrent 

Neural Networks (RNNs) were implemented to classify individuals as healthy or at risk for AD. Evaluation metrics, including 

accuracy, precision, and recall, demonstrated superior performance of deep learning models compared to traditional diagnostic 

approaches, achieving over 90% classification accuracy in detecting early-stage AD (Esser et al., 2021). These results highlight 

the transformative potential of AI in healthcare, particularly in non-invasive diagnostic tools for neurodegenerative diseases. 
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I. Introduction 

detection of AD is critical to slowing its progression and improving patient outcomes. Recent research identifies subtle gait 

changes, such as stride length and cadence, as potential early indicators of cognitive decline associated with AD (Del Din et al., 

2019). These findings underscore the value of gait analysis as a non-invasive diagnostic tool. 

Traditional gait analysis methods, which rely on observational techniques, have been enhanced through wearable sensors and 

motion capture systems that collect detailed, real-world data. These technological advancements, combined with machine learning 

(ML) and deep learning (DL) approaches, have significantly improved the accuracy of diagnostic systems (Esser et al., 2021; Paper 

24). Deep learning techniques, such as Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs), have 

demonstrated exceptional capability in extracting patterns from complex datasets, achieving over 90% classification accuracy for 

early-stage AD detection (Esser et al., 2021; Paper 24). 

This study also builds upon recent advancements in analyzing neurological disorders through machine learning. Research 

demonstrates that employing DL models with specialized datasets improves detection accuracy, enabling early identification of 

diseases like Parkinson's and Alzheimer's (Paper 24). These models enhance gait analysis by integrating temporal and spatial data, 

offering insights beyond traditional techniques. 
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By leveraging the capabilities of wearable technologies and advanced deep learning algorithms, this paper aims to explore a 

transformative diagnostic framework. The focus is to combine cutting-edge AI methods with gait analysis, contributing to non-

invasive, scalable solutions for early AD detection. This integrative approach highlights the importance of interdisciplinary 

collaboration in addressing the challenges posed by neurodegenerative diseases. 

2. Literature Review 

The application of gait analysis in detecting Alzheimer’s Disease (AD) has witnessed significant advancements due to technological 

innovations in wearable sensors and artificial intelligence (AI). Gait abnormalities, such as reduced stride length, irregular cadence, 

and increased variability, are recognized as potential biomarkers for early AD diagnosis. This review explores key contributions in 

this domain, emphasizing methodologies, findings, and their implications. 

Recent studies emphasize the role of wearable sensors in monitoring gait patterns non-invasively. A study published in Sensors 

highlighted that wearable devices, combined with real-time data processing, offer a scalable approach to identifying gait anomalies 

associated with AD (MDPI Sensors, 2023). These sensors enable continuous monitoring, ensuring high-resolution temporal and 

spatial gait data. By leveraging such data, researchers can identify subtle changes in motor function that precede cognitive decline. 

Del Din et al. (2019) similarly demonstrated the efficacy of wearable sensors in detecting gait deviations linked to 

neurodegenerative diseases. Their research underscored the importance of using advanced algorithms to process high-

dimensional gait data, facilitating early and accurate detection of AD (Del Din et al., 2019). 

The integration of deep learning (DL) methods has revolutionized gait analysis. Esser et al. (2021) demonstrated that Convolutional 

Neural Networks (CNNs) and Recurrent Neural Networks (RNNs) excel in identifying temporal and spatial gait patterns associated 

with AD, achieving classification accuracies exceeding 90%. These models enable the extraction of intricate features from complex 

datasets, surpassing traditional observational techniques (Esser et al., 2021). 

In addition to AD, DL approaches have been applied to other neurological disorders, providing a transferable framework for disease 

detection. Sayed et al. (2023) utilized advanced ML algorithms, including Light GBM and XG Boost, to detect Parkinson’s Disease 

(PD) through non-invasive biomarkers, achieving an accuracy of 96%. These methodologies demonstrate the broader applicability 

of AI-driven approaches to early-stage disease detection (Sayed et al., 2023). 

Despite these advancements, challenges persist in the generalizability and scalability of these models. Variability in gait data across 

different populations and the need for large, diverse datasets for training remain significant barriers. Moreover, ensuring the 

interpretability of AI models is critical for their clinical adoption. 

Future research should focus on developing standardized protocols for data collection and leveraging multimodal approaches that 

integrate gait analysis with other biomarkers, such as vocal patterns and imaging data. The continued evolution of wearable 

technologies and AI is expected to address these challenges, paving the way for robust, non-invasive diagnostic tools for AD. 

3. Methodology 

3.1 Dataset Description 

The dataset used in this study encompasses a wide range of gait characteristics pertinent to Alzheimer's Disease (AD) detection. 

These features capture both spatial and temporal aspects of gait, which are critical for identifying subtle motor impairments 

associated with AD. Key metrics include stride length, cadence, gait variability, step time, swing time, stance time, double support 

time, and velocity. Additional attributes, such as postural control, balance, and ground reaction force, were also included for 

comprehensive analysis. 

The health status of individuals is encoded in a binary "status" attribute, where a value of 0 signifies healthy individuals, and a value 

of 1 represents individuals diagnosed with AD. The dataset consists of 300 instances, with 19 predictive (independent) features 

and one dependent feature. 
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3.2 Data Collection 

The dataset was constructed using real-world data from wearable sensors and motion capture systems deployed in both clinical 

and free-living environments (Del Din et al., 2019; Esser et al., 2021). These technologies provide high-resolution temporal and 

spatial gait metrics. The data also included contributions from publicly available gait repositories, such as the UCI Machine Learning 

Repository (Wang et al., 2020). 

3.3 Data Preprocessing 

1. Normalization: To standardize the range of all features, data was scaled between 0 and 1. This ensures that metrics with 

larger ranges, such as stride length, do not dominate smaller ones like step width. 

2. Handling Missing Data: Missing values were imputed using median substitution to maintain data integrity and reduce 

the potential bias introduced by imputation. 

3. Balancing Classes: Given the imbalance often present in AD datasets, the Synthetic Minority Oversampling Technique 

(SMOTE) was applied to generate synthetic samples for the minority (AD) class. This approach effectively reduced class 

imbalance, ensuring the model's robustness (Chawla et al., 2002). 

4. Feature Selection: Recursive Feature Elimination (RFE) was employed to identify and retain the most significant features 

for AD detection, such as Stride Length, Cadence, and Gait Variability. 

3.4 Correlation Analysis 

The correlation matrix (visualized earlier) highlighted the relationships among gait features. Strong correlations were observed 

between Stride Length and Step Length (r = 0.98), as well as between Swing Time and Gait Variability (r = 0.96). These high 

correlations validated the importance of these features as predictors for AD. Conversely, features like Balance Metrics and Postural 

Control, which exhibited weaker correlations, were deprioritized during feature selection.  

 

Figure 1: Correlation matrix for the dataset about Alzheimer's disease. 
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3.5 Feature Engineering 

The selected features were transformed into temporal-spatial representations to capture: 

• Temporal Patterns: Sequential features such as Swing Time, Stance Time, and Step Time were analyzed to identify 

temporal irregularities in gait rhythm. 

• Spatial Variability: Metrics such as Stride Length, Cadence, and Step Width were used to assess spatial abnormalities in 

gait. 

3.6 Model Development 

A hybrid deep learning architecture combining Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs) 

was implemented: 

1. CNNs were employed to extract spatial features, enabling the model to recognize variations in stride length and 

asymmetry. 

2. RNNs, specifically Long Short-Term Memory (LSTM) networks, were utilized to process temporal sequences, capturing 

patterns in gait rhythm and phase transitions (Zhao et al., 2018). 

3.7 Validation Process 

To evaluate the model’s performance: 

1. Train-Test Split: The dataset was split into 80% training and 20% testing sets. 

2. Cross-Validation: A 5-fold cross-validation approach was employed to ensure robust evaluation and mitigate overfitting 

(Hastie et al., 2009). 

3. Evaluation Metrics: 

o Accuracy: Proportion of correctly classified samples. 

o Precision: Ratio of true positive classifications to total predicted positives. 

o Recall: Ability to detect true AD cases. 

o F1-Score: Balances precision and recall. 

o AUC-ROC: Measures the model’s capability to differentiate between healthy and AD cases (Fawcett, 2006). 

4. Results and Discussion 

In Table 1, the provided data showcases the performance evaluation of the hybrid deep learning model (CNN-RNN) in detecting 

Alzheimer’s Disease (AD) using gait analysis. Key metrics such as accuracy, precision, recall, F1-score, and AUC-ROC are presented, 

alongside comparisons with traditional machine learning models. Among the models, the CNN-RNN hybrid demonstrates the 

highest accuracy at 93%, with balanced performance in precision and recall. The AUC-ROC of 0.95 highlights its superior ability to 

distinguish between healthy individuals and those with AD. These results collectively suggest that the hybrid model excels in 

handling both spatial and temporal gait data, making it a reliable candidate for early AD detection. 
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Table 1: Performance of Deep Learning and Machine Learning Models for AD Detection 

Model Accuracy (%) Precision (%) Recall (%) F1-Score (%) AUC-ROC (%) 

CNN-RNN Hybrid 93 92 91 91.5 95 

SVM 86 80 78 79 85 

Random Forest 88 85 84 84.5 88 

KNN 84 82 79 80 83 

Logistic Regression 82 81 80 80.5 82 

 

4.1  Key Findings: 

• Accuracy and Overall Performance: 

The hybrid CNN-RNN model achieved the highest accuracy (93%), demonstrating its ability to correctly classify both 

healthy and AD-affected individuals. Traditional machine learning models such as Random Forest and SVM also 

performed well, with accuracies of 88% and 86%, respectively. 

• Precision: 

The CNN-RNN model achieved a precision of 92%, highlighting its strength in minimizing false positive cases. Random 

Forest and KNN also demonstrated respectable precision values (85% and 82%, respectively). 

• Recall (True Positive Rate): 

The recall of the hybrid CNN-RNN model was 91%, showcasing its ability to correctly identify individuals with AD. SVM 

and Logistic Regression demonstrated slightly lower recall values (78% and 80%). 

• F1-Score: 

The CNN-RNN model achieved an F1-score of 91.5%, underscoring its balanced performance between precision and 

recall. Random Forest also maintained a competitive F1-score of 84.5%. 

• Area Under the Curve (AUC-ROC): 

The AUC-ROC for the CNN-RNN model was 95%, indicating its superior ability to distinguish between healthy and AD-

affected cases. Random Forest and SVM also demonstrated competitive AUC-ROC values (88% and 85%). 

4.2 Discussion 

• Hybrid Model Superiority: 

The hybrid CNN-RNN model outperformed traditional machine learning models, showcasing its ability to handle 

complex spatiotemporal gait data effectively. Its high accuracy, precision, and AUC-ROC underline its reliability for early 

AD detection. 

• Traditional Models: 

While traditional models such as Random Forest and SVM demonstrated strong performance, their reliance on either 

spatial or temporal features limited their ability to comprehensively analyze gait data compared to the CNN-RNN 

model. 

• Clinical Implications: 

The high accuracy and balanced metrics of the CNN-RNN model make it a strong candidate for clinical applications, 

providing a non-invasive and scalable solution for early AD detection.  
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a) The chart highlights the superior performance of the CNN-RNN hybrid model in detecting Alzheimer's Disease (AD) using 

gait analysis. It achieved the highest accuracy (93%), precision (92%), recall (91%), and AUC (95%), demonstrating its 

effectiveness in handling spatiotemporal gait data. Traditional models like Random Forest (88% accuracy) and SVM (86% 

accuracy) performed well but lacked the ability to capture complex temporal dependencies. The AUC values across models 

confirm their ability to differentiate between healthy and AD cases, with the CNN-RNN model standing out due to its advanced 

architecture (Del Din et al., 2019; Zhao et al., 2018).  

 

4.5  Statistical Insights 

1. Strong correlations between Stride Length and Step Length validated their importance in predicting gait disturbances 

(Yang et al., 2022). 

2. Strong correlations between Stride Length and Step Length validated their importance in predicting gait disturbances 

(Yang et al., 2022 ).  

3. Weak correlations, such as those involving Balance Metrics, were confirmed as less predictive. 

5. Conclusion and Future Work 

5.1 Conclusion 

The integration of deep learning methodologies with gait analysis has demonstrated significant promise in the early detection of 

Alzheimer’s Disease (AD), offering a non-invasive and scalable diagnostic approach. The hybrid CNN-RNN model used in this study 

achieved exceptional results, with an accuracy of 93% and an AUC of 95%, highlighting its capability to capture spatiotemporal 

dependencies in gait data. Metrics such as stride length, gait variability, and cadence were confirmed as robust indicators of 

neurodegenerative changes, corroborating prior research on gait biomarkers (Del Din et al., 2019). This work builds on existing 

studies that emphasize the importance of wearable technologies in clinical diagnostics (Esser et al., 2021). 

By leveraging deep learning architectures, this approach bridges the gap between the clinical need for early diagnosis and the 

technological potential of artificial intelligence. The findings support the adoption of AI-driven gait analysis in broader healthcare 

settings to improve the accuracy and timeliness of AD diagnosis. 
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5.2 Future Work 

Future advancements in this domain should address the following key areas: 

1. Multimodal Data Integration: Incorporating additional data sources, such as imaging (MRI, PET scans) and other 

biomarkers like vocal and cognitive measures, could improve diagnostic precision. Studies like Wang et al. (2020) have 

demonstrated the effectiveness of combining data modalities in neurological disease detection (Wang et al., 2020). 

2. Generalizability Across Populations: Expanding datasets to include diverse populations and varying environmental 

conditions is crucial to ensure model robustness. Current models are limited by their reliance on controlled datasets that 

may not reflect real-world variability (Zhao et al., 2018). 

3. Model Complexity and Interpretability: While deep learning models excel at accuracy, their complexity often limits 

interpretability. Future work could explore explainable AI (XAI) frameworks to improve clinicians’ trust and understanding 

of model predictions (Doshi-Velez & Kim, 2017). 

4. Longitudinal Analysis: Extending studies to include longitudinal gait data could uncover patterns of disease progression, 

enabling earlier and more nuanced detection. Research on time-series forecasting in healthcare supports this approach 

(Fawcett, 2006). 

5. Real-World Validation: Pilot studies in clinical settings are essential to evaluate the scalability and practicality of these 

models. Efforts should also focus on developing affordable wearable technologies to ensure accessibility in low-resource 

settings (MDPI Sensors, 2023). 
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