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| ABSTRACT 

Understanding the factors affecting future stock prices has been of prime importance across the globe, as accurate stock price 

prediction is directly related to financial gains. Its interest has been reflected by a large and growing literature trying to 

investigate stock price prediction with an effort to gain higher prediction accuracy. Recent literature has identified relevant 

external features, such as current and anticipated future macroeconomic environment-related information, and has incorporated 

such external features along with historical data on stock prices into the prediction models to gain improved accuracy. However, 

the current literature fails to quantify the relative importance of those external features for a better understanding of their 

relevancy. In this article, we bridge this gap and quantify the relative importance of those external features in stock price 

prediction by combining macroeconomic data with historical stock price data and by utilizing dominance analysis. Our results 

demonstrate that external features are highly dominant in the prediction of future stock prices. 
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1. Introduction 

In this paper, we investigate the contribution of the current and anticipated future macroeconomic environment in the stock price 

prediction problem using dominance analysis. Specifically, we quantify the amount of predicted variance the current and 

anticipated future macro policy is responsible for in stock price predictions in a predictable macroeconomic environment, thereby 

shedding light on the significance of the current and future external environment in stock price prediction. Our findings unveil new 

insights into the driving forces of future stock prices, thereby assisting investors in optimizing their investment strategies. 

Stock price prediction has gained significant attention as it directly affects financial gains. Stock price prediction is a delicate 

problem as the stock market is highly volatile and sensitive to external factors. This sensitivity of the stock market to the external 

macroeconomic condition has been well-documented in the literature [Diebold and Yilmaz, 2008]. This delicate nature of the stock 

market invokes special attention, and therefore, a growing number of research efforts have been carried out to investigate stock 
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prices. Recent literature has focused on the inclusion of external factors that can explain the future movement of stock prices. 

Haque, Amin, Miah, Cao and Ahmed, 2023 cleverly demonstrated that anticipated macro policy, along with other macroeconomic 

features, can affect future stock prices, and the inclusion of such features in the prediction model significantly improved the 

accuracy of the prediction performance. They demonstrate such relevancy by comparing prediction performances with and without 

such anticipated macro policy along with other macro variables. While there is very little evidence of performance enhancement 

of stock price prediction due to the inclusion of external factors, we are not aware of any study quantifying the relative strengths 

of such features in stock price prediction problems. We employ dominance analysis and quantify the relative importance of such 

external features, thereby further confirming their relevancy. We combine historical stock price data with macroeconomic variables 

and perform dominance analysis to quantify the relative importance of each feature and then rank each feature in order of 

magnitude of relative importance. We further confirm our results by investigating important features identified by Shapely values. 

Our results suggest that such identified external features are highly dominant, thereby implying that the inclusion of such features 

will likely improve prediction accuracy. 

2. Literature Review 

Past investigations in this domain have predominantly relied on conventional statistical approaches. Seber and Lee, 2013 employed 

linear regression to predict future stock prices]. Other studies have utilized various autoregressive linear time series models to 

predict future stock prices. Zhang (2003) relied on the Autoregressive Moving Average (ARMA) and Autoregressive Integrated 

Moving Average (ARIMA) for stock price predictions. Other approaches considered in the stock price prediction literature include 

Random Walk Theory (RWT) [Reichek and Devereux, 1982] and Moving Average Convergence/Divergence (MACD) [Chong and 

Ng, 2008] for forecasting stock prices. With the development of advanced algorithms in the area of machine learning and artificial 

intelligence, contemporary research has shifted its focus towards leveraging such advanced algorithms, given their superior 

performance in stock price prediction. Researchers have explored tree-based models like Random Forest (RF) [Liaw & Wiener, 

2002], as well as neural network-based approaches such as Artificial Neural Networks (ANN), Convolutional Neural Networks 

(CNN), Recurrent Neural Networks (RNN), and Long Short-Term Memory (LSTM) [Li et al., 2017, Oyeyemi et al., 2007]. ANN, with 

its capability to extract latent features through self-learning, stands out as a suitable choice for stock price prediction. Its strength 

as a potent approximator enables it to discern complex input-output relationships within extensive datasets, making ANN a viable 

option for forecasting an organization's stock prices. 

Mizuno et al., 1998 utilized ANN for technical analysis on the TOPIX dataset, implementing it in a system for predicting buying and 

selling timing. Some studies have suggested the use of Random Forest (RF) for forecasting, an ensemble technique excelling in 

regression and classification tasks by constructing multiple decision trees during training, providing a mean regression of individual 

decision trees [Kumar and Thenmozhi, 1996]. Roman et al. applied RNN models to stock market data from five countries—Canada, 

Hong Kong, Japan, the UK, and the USA—to predict trends in stock returns [Roman and Akhtar, 1996]. Rout et al., 2017 utilized a 

simplified RNN model for predicting the stock market, evaluating its performance on datasets from the Bombay Stock Exchange 

and the S&P 500 index. Hamzaçebi et al., 2009 delved into multi-periodic stock market forecasting using the ANN model. Selvin 

et al., 2017 compared various deep-learning techniques in their study on stock price predictions for NSE-listed companies. Yunus 

et al., 2014 employed ANN on NASDAQ data to forecast stock closing prices. Mei et al., 2014 effectively applied RF to predict real-

time prices in the New York electricity market. Herrera et al., 2010 leveraged RF as a predictive model for forecasting hourly urban 

water demand. In a more recent development, Khan et al., 2023 utilized reinforcement learning algorithms to predict stock prices. 

While a considerable body of literature exists on stock price predictions, it largely overlooks the potential impact of anticipated 

future macroeconomic policy changes and economic conditions. Instead, the focus has predominantly been on utilizing historical 

stock price data to develop forecasting models. Currently, existing literature mostly relies on time-series data concerning stock 

prices, along with other pertinent variables, to construct forecasting models. Nevertheless, as argued by Haque, Amin, Miah, Cao 

and Ahmed, 2023, it is essential to recognize that broader economic conditions can exert a significant impact on investments. 

Additionally, certain macroeconomic policy variables, such as interest rates, can be reasonably anticipated in advance, as central 

banks regularly engage in public discussions regarding their future actions and strategies. Given that interest rates can directly 

influence investment costs and, consequently, returns, investors have a compelling incentive to form expectations about future 

interest rate changes based on the central bank's public discussions. Subsequently, they adjust their current investments in 

accordance with their anticipated future interest rates. Authors in that study demonstrated that prediction performances can be 

significantly enhanced by including anticipated future macro policy along with other relevant variables related to macroeconomic 

environments. In another companion research, Alamsyah and Zahir, 2018 explored the use of macroeconomic variables such as 

inflation rates, interest rates, and exchange rates to predict the IDX Composite Index, which gauges the stock price performance 

of all listed companies on the Indonesia Stock Exchange. There are a few other studies that investigate the relevance of the 

macroeconomic environment in retail demand prediction problems and find evidence for the existence of relevancy [Haque (2023); 

Haque, Amin, Miah, Cao, Sayed and Ahmed, 2023]. Haque (2020) presented evidence supporting intertemporal behavioral 

adjustments in response to expected future fiscal policy changes. While there has been very little evidence of the relevance of 

external factors, such as macroeconomic conditions, anticipated macro policy, etc. [Haque, Amin, Miah, Cao and Ahmed, 2023]. To 
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the best of our knowledge, no prior research has attempted to quantify the relative importance of such features in stock price 

predictions. We contribute to the literature by examining the magnitude of the relative importance of external features in stock 

price predictions using dominance analysis. Findings from our study confirm the importance of the inclusion of external factors in 

the prediction of stock prices in a highly volatile market. 

3. Methodology 

For this study, we compile the dataset by amalgamating information from diverse sources. Historical daily stock price data for 

S&P500 ticker symbols is gathered from the publicly accessible Yahoo Finance. We specifically chose ten ticker symbols 

characterized by the highest Partial Autocorrelation (PAC) values, indicating robust serial autocorrelation crucial for capturing 

temporal dependencies. 7 days lead (ahead) of the daily Close field has been used as the target variable for this analysis. Data on 

interest rates are sourced from Fred's data repository. Additionally, unemployment rates and Consumer Price Index (CPI) data are 

acquired from the World Bank's World Development Indicators (WDI) database. These distinct datasets are then consolidated into 

a unified dataset, with all the information appended together. 

We use standard feature engineering techniques to generate the results. First, we generate dummies for each month of the year 

and day of the week. We use all the current variables, along with fourteen-day lead (future) interest rates as independent variables 

and seven-step lead (future) stock price (Close field) as the target variable for the analysis. Lead interest rates serve as a proxy for 

anticipated future interest rates fourteen days ahead of time. We also include 7 and 14-day rolling averages and rolling standard 

deviations of stock prices. I restrict the analysis to the years 2017-2019 to avoid capturing any trends that may not exist in recent 

years. All variables included in the model are presented in Table 1. 

Table 1: List of Independent Variables 

Independent Variables Descriptions 

volume Number of stocks traded 

cpi Consumer Price Index 

unemp Unemployment rates 

int_rate Current interest rates 

lead_int_rate Anticipated future interest rates 14 days ahead 

stock_price Current stock price 

rolling_mean_t7 7 days rolling average of stock price 

rolling_mean_t14 14 days rolling average of stock price 

rolling_std_t7 7 days rolling standard deviation of stock price 

rolling_std_t14 14 days rolling standard deviation of stock price 

Indicator variables Indicators for months of a year, days of a week, and ticker symbols 

 

Dominant features and their relative importance have been determined by using Dominance Analysis. Dominance analysis (DA) is 

a method that compares the relative importance of predictors in multiple regression. DA determines the dominance of one 

predictor over another by comparing their additional R2 contributions across all subset models. 

4. Results and Discussions 

Table 2 shows the rankings resulting from dominance analysis. The current stock price, lead interest rates, current interest rates, 

and 7 days rolling average of stock price are found to be the most influential predictors, accounting for 37.01%, 23.19%, 18.26%, 

and 12.03% of the predicted variances, respectively. Other features, such as volume, cpi, unemployment rates, 14 days rolling 

average, 7 days rolling standard deviation, 14 days rolling standard deviation, and several indicator variables, are responsible for 

relatively smaller predicted variances. 
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Table 2: Dominance importance of predictors 

Feature Standardized Dominance Statistic Rank 

volume 0.0204 5 

cpi 0.0196 6 

unemp 0.0115 7 

int_rate 0.1826 3 

lead_int_rate 0.2319 2 

stock_price 0.3701 1 

rolling_mean_t7 0.1203 4 

rolling_mean_t14 0.0112 8 

rolling_std_t7 0.0109 9 

rolling_std_t14 0.0103 10 

Relative importance on several indicators is suppressed for brevity. 

 

To ascertain the relationship between stock prices and both current and future interest rates, along with other macroeconomic 

variables, a linear regression is employed, estimating all features' impact on stock prices. The estimates from this regression are 

presented in Table 3. For brevity, coefficients on several variables are omitted. In the table, coefficients on macroeconomic variables 

and expected future interest rates are displayed, along with their corresponding p-values. Significance is observed at a 10% level 

for coefficients on current stock price, 7-day rolling average of stock prices, CPI, unemployment rates, current interest rates, and 

anticipated future interest rates. The coefficient on volume is -0.0031, indicating a statistically significant association wherein higher 

sales volume correlates with lower stock prices. With a coefficient of 1.113 at a 10% significance level, the CPI is positively linked 

to higher stock prices, suggesting that an increased inflation rate is associated with elevated stock prices. Similarly, higher 

unemployment rates exhibit a statistically significant negative association with stock prices. The negative coefficient on current 

interest rates is statistically significant at a 5% level, aligning with the expectation that rising interest rates make investments less 

profitable and less attractive, thereby contributing to a decline in stock prices. Anticipated interest rates have positive coefficients, 

statistically significant at a 10% level, consistent with the notion that investors foreseeing future increases in investment costs, are 

incentivized to invest before an actual interest rate hike occurs. 

 

Table 3: Estimates from multiple regression on (future) stock prices 

Feature Coefficient p-value 

volume -0.0031 0.04 

cpi 1.113 0.07 

unemp -2.379 0.09 

int_rate -3.135 0.05 

lead_int_rate 0.127 0.08 

stock_price 0.092 0.01 

rolling_mean_t7 0.032 0.08 

rolling_mean_t14 0.432 0.23 

rolling_std_t7 0.032 0.18 

rolling_std_t14 0.117 0.26 

Relative importance on several indicators is suppressed for brevity. 

 

The last step of our verification includes an examination of the important features as identified by Shapely (SHAP) values obtained 

from the fitted multiple linear regression model and comparing them with the dominant features identified by dominance analysis. 

Shapely values utilize the Collaborative Game theory approach to provide desirable properties and are widely used in literature for 

explaining computational intelligence models [Chen et al., 2021]. I explain the importance of the proposed external features 

compared to other features in the model by using Shapely values. The first five important features identified by Shapely values are 

presented in Figure 1. Findings are similar to those found in the dominant analysis. Like the findings from dominance analysis, the 

first three important features are current stock prices, current interest rates, and future interest rates. These results further confirm 

that the current and anticipated future macroeconomic environment is very relevant in stock price prediction. 
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Figure 1: Shapely Value (Feature Importance) 

5. Conclusion 

In this study, we investigate the dominance of features in stock price prediction. By amalgamating stock market data and 

macroeconomic data, we find the magnitude of the relative importance of features included in the prediction model. We further 

confirm these findings by using Shapely values and comparing the important features obtained using Shapely values with those 

identified by dominance analysis. Our empirical findings confirm that investors are forward-looking, form an expectation about 

the future macroeconomic environment, and make their current investment decisions considering both the current and future 

macroeconomic environment. 

These findings hold significant potential for both academic research and practical industry applications. This proposed technique 

has the potential to disrupt the investment market, as the results directly correlate with enhanced return on investment. Investors 

can employ our suggested method to make more informed and advantageous investment choices. Our findings are based on the 

US stock market and are limited to short-term predictions. Future research can investigate and confirm these results using other 

investment markets and varying prediction periods. 
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