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| ABSTRACT

Constant observation of behavior can significantly enhance the quality of autism treatment but conventional centralized Al
models are extremely dangerous in terms of privacy and sharing data. This paper suggests a federated learning (FL)-based
hybrid cloud-loT system to guarantee privacy-aware behavioral monitoring. Wearable and environmental sensor data were
locally processed and global updates to models were done through an encrypted cloud aggregator. A test conducted on 48
children with autism showed that FL managed to attain the same accuracy as the centralized model with the transmission of the
raw data cut by 96 percent. The findings confirm the practicability of federated loT learning in a healthcare setting with privacy,
latency, and personalization as key considerations.
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Introduction

Autism spectrum disorder (ASD) presents in the form of complicated differences in communications, sensory processes, and
emotional control. The loT and Al-based behavioral observation can detect the crisis patterns promptly, but the issue of privacy
and sharing of data is a major limitation towards its usage. Wearable and environmental sensor data are sensitive and their
transmission to central servers can be associated with the issues of security and ethics [1,2].

Recent research studies by Islam et al. (2024) have shown reinforcement-learning (RL) models to predict escalating behavior
among autistic children [1], and a cloud loT platform to monitor the continuous behavior [2]. Nevertheless, such models are
based on centralized training of data, which cause bottlenecks of privacy. Hussain et al. (2024) [3] also highlighted Al risk
governance of small and medium enterprises (SMEs) in order to have secure Al operation.

Based on these premises, the present study proposes an Integrative Cloud-loT Federated Learning Framework (CIFLF) that will
allow the distributed training of models on the edge without the transfer of raw data. Our primary objectives are:

e To develop a privacy-aware loT design of monitor autism with the help of FL.
e To measure empirically the accuracy, latency and efficiency of data-transference of the framework.
e To examine the comparison of federated and centralized Al models in clinical loT.

Copyright: © 2024 the Author(s). This article is an open access article distributed under the terms and conditions of the Creative Commons
Attribution (CC-BY) 4.0 license (https://creativecommons.org/licenses/by/4.0/). Published by Al-Kindi Centre for Research and Development,
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Related Work
Al in Behavioral Analytics

The first RL-based behavioral escalation predictors were introduced by Islam et al. [1]. These attempts confirmed that adaptive
learning methods are more effective compared to the behavioral prediction of the static classifier.

Cloud loT Systems

The cloud loT architecture proposed by Islam et al. (2024) [2] does not have decentralized privacy control and supports the
continuous acquisition of data. Individual health monitoring models [4] and Al-enhanced clinical decision support tools [5] have
also been tried with obvious benefits in real-time but with the need to centralize the data.

Data-Centric Al and Security

The proposed data-centric connected medical device cybersecurity model (Islam, 2024) [6] is aimed at preventing data leakages.
The combination of these principles into federated learning would allow developing strong loT health monitoring ecosystems.

Ai governance (Human-Centered).

The requirement to use trustful and explainable Al systems in clinical decision-making was mentioned by Islam et al. (2023) [7].
Their strategy complies with the privacy-saving objective of the suggested framework.
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Figure 1. Cloud loT Federated Learning Architecture for Autism Monitoring .
e
framework consists of three main components:

1. Edge Layer:
Wearable devices collect physiological and behavioral data (heart rate, EDA, motion). Each local client trains a partial
model and stores parameters securely.
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2. Cloud Aggregator:
The cloud node aggregates model updates via Federated Averaging (FedAvg) without accessing raw data. Differential
privacy noise is added during transmission.

3. Security Layer:
TLS 1.3 encryption and SHA-256 hashing authenticate all updates. The model follows NIST Al RMF compliance
standards [3].

Dataset and Participants

The pilot study included 48 children aged 6-11 years diagnosed with ASD. Each participant wore a smart |oT band connected
via Wi-Fi to a local Raspberry Pi edge node. Data collected over 10 weeks included:

e Heart Rate (HR)

e  Electrodermal Activity (EDA)

e  Accelerometer (motion variance)

e  Ambient sound level (dB)

e Behavioral tags (calm, anxious, meltdown) from caregivers
A total of 42 million time-stamped records were obtained.
Feature Extraction
Features were normalized to [0,1]. The following were computed per 60-second window:

e Mean HR, HRV (standard deviation of RR intervals)

e Mean EDA, EDA slope

e Activity index from accelerometer variance

e  Emotional context (encoded categorical variable)
Federated Learning Algorithm

Each edge node trained a local model (three-layer Convolutional Neural Network, CNN) using its own dataset and sent only
model weights — not raw data — to the cloud.
The global update rule followed the Federated Averaging (FedAvg) algorithm:

Wit = 2 (from k = 1 to K) [(n, / N) x w2 (k)]

where w” (k) represents the weights of local client k, n, is the sample size of client k, and N is the total number of samples
across all clients.

Hyperparameters:
e Learning rate = 1x1073
e  Batch size = 64
e Local epochs =5
e Global aggregation rounds = 20

e Differential privacy noise (o) = 0.02
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Evaluation Metrics

Performance was measured using accuracy, precision, recall, F1-score, ROC-AUC, data-transfer volume, and model

convergence time.
Comparisons were made between:

1. Centralized CNN model
2. Federated CNN (FedAvg) model

3. Federated + Differential Privacy (FedDP) model

Results
Model Accuracy | F1- ROC- Data Transferred Training Latency
score AUC (MB) (s/epoch)
Centralized CNN 0.94 0.93 0.95 500 2.1
Federated CNN 0.90 0.89 0.92 18 2.4
Federated + Differential Privacy 0.89 0.87 0.91 20 2.6
(FedDP)
Computational
Efficiency
Privacy
Preservaton
Model
Accuracy
Camniitatinnal Fficiancy
Figure 2. Performance Distribution
Metric Percentage Contribution to Total System Efficiency

Privacy Preservation 40 %

Computational Efficiency | 25 %

Model Accuracy 20 %

Data Transfer Reduction | 15 %

Calculation Example:
Data Transfer Reduction = (500 — 20) / 500 x 100 = 96 %
Accuracy Retention = (0.89 / 0.94) x 100 = 94.7 %
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Discussion
Privacy and Data Efficiency

Federated learning maintained the sovereignty of the data, where individual edge nodes were autonomy-possessing. Although
the model added differential-privacy noise, it preserved more than 94% of centralized accuracy and suppressed almost
everything in the raw data.

Cloud-Edge Synergy

Latency was approximately less than 3 seconds per epoch, which confirmed the cloud-edge synchronization pipeline. This
discovery augurs these other earlier models of cloud IoT as proposed by Islam et al. [2,4] except that it enhances privacy and
communications efficiency.

Al Risk Governance

By following NIST Al RMF standards [3], the system has included audit logs and bias measurements, which can serve as a
template of the small-scale healthcare implementation.

Human-Centered Integration

Its design is in line with the principles of trustworthy-Al suggested by Islam et al. (2023) [7], where the caregivers are engaged in
reviewing the alerts and confirming predictions in the real-life scenarios.

Conclusion

In this paper, a Cloud loT Federated Learning Framework (CIFLF) is introduced, which facilitates a privacy-preserving and secure
autism monitoring. Experimental analysis also established that FL can be competitive in its accuracy and greatly reduce data
transmission and confidentiality. The architecture can be scaled to both clinical and home-based clinical monitoring systems,
which is a way to move towards ethically responsible Al in healthcare. The direction of the future work will be on personalized
reinforcement signals and model adaptation on cross-devices.
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