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| ABSTRACT 

The sudden move to hybrid working – where employees split their time between the office and home – is just making the 

challenge of insider threat detection more complex. Centralized machine learning is limited by data privacy and multi-modal 

integration, as well as its ability to adapt with distributed endpoints. This paper presents a new framework known as Federated 

Multi-Modal Artificial Intelligence (FMM-AI) for predicting insider threats, which fuses behavioural, textual, network and 

physiological modalities from different organisations while not exchanging raw data. Based on federated learning (FL), it 

supports cross-domain model training, data locality and regulatory requirements. Multi-modal fusion schemes that combine 

deep neural encoders learnt on each modality and attention-based fusion layers are able to capture such contextual information 

across modalities. The approach uses Graph Neural Networks (GNN) and Temporal Convolutional networks (TCNs) for detecting 

subtle behavioral anomalies that may expose insider risks. Results on synthetic hybrid workforce datasets show an increase in 

predictive accuracy, early detection latency and interpretability w.r.t. competing standalone centralised models. The results 

demonstrate the promise of FMM-AI to achieve a balance between privacy retention, overhead reduction, and real-time 

adjustability for providing an innovative means of protecting distributed enterprise environments from insider threats during 

this era of hybrid work. 
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1. Introduction 

The evolving insider threat context 

Insider threats – those arising from authorised access by individuals who demonstrate malicious or negligent behaviours, or have 

had their credentials compromised – remain a challenge for enterprises seeking to secure their networks. The base taxonomy of 

insider threats includes motivation, level of access, actions and consequences by an attacker. arXiv1 The transition to hybrid and 

distributed work increases these risks by: 

• The proliferation of remote connections (home networks, public Wi-Fi) that expand the attack surface. CMG Global Services 

Ltd+1 

• Diminishing of face-to-face physical surveillance and monitoring in office environments, which reduces the capacity to 

informally detect anomalies. VIPRE+1 
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• Highlighting human-factor concerns, e.g. isolation, stress and personal device use being causal factors behind 

negligent/accidental Insider acts. CMG Global Services Ltd+1 

For instance, the transition to remote and hybrid working as a result of Covid-19 has meant that many businesses have seen an 

increase in activity from home networks and cloud storage – prompting questions about the fitness for purpose of existing 

insider-threat programmes. Default 

Insider threats in the hybrid workforce 

Three dimensions are typical for insider threats in heterogeneous environments: malicious insiders having intention to exfiltrate 

data, the careless misuse of resources by insiders without intention, and compromised insiders where accounts are being 

hijacked. The fact that 35 % of breaches were linked to unsafe device usage in hybrid conditions was recently highlighted by an 

industry review. CMG Global Services Ltd 

Standard detection approaches – which to a significant extent are predicated on centralised monitoring, static rule-based alerts 

and office network perimeter controls – suffice less and less. They also have trouble with visibility gaps, particularly when 

employees work from home or enable mobile devices and generally lack the agility to identify subtle, contextual indicators of 

insider-threat activity in real time. VIPRE+1 

The requirement of privacy-preserving AI in the age of advanced science 

Next generation detection systems with capabilities beyond the use of signatures such as behavioural analytics, multi-modal 

data (logins, device usage, network flows, application interactions) and anomaly detection have been proposed in order to fill 

these gaps. For instance, real-time approaches that incorporate behavioural embeddings and deep evidential clustering 

demonstrate initial optimistic results. arXiv 

But when you can't rely on appliances, then such solutions have to be deployed in an hybrid scenario – in many cases 

geographically distributed as well – with competing requirements: privacy of the data (and especially user-activity logs), 

regulatory compliance (eg. dealing with user-activity logs), heterogenous nature of the data (devices that doesn't tent to be 

under a single admin control, locations devices are going to come from and role and network conditions for each given device) 

and scallability across hips of endpoints. 

This is where solutions such as federated learning (FL) and federated multimodal AI become interesting. FL supports model 

training over decentralised data silos without the need to exchange raw data, and can help in maintaining data sovereignty and 

reducing privacy risks. Recent reviews emphasize that with respect to centralized ML, FL in cloud/edge security domains 

decreases privacy risk by ∼25% and increases threat-detection performance by ∼40%. MDPI+1 

In the realm at hand of insider-threat detection in 2025 for example, it was shown that a federated CNN model can effectively 

content with anomalous insider behaviours (e.g., unauthorised logins, leaking data) from non I.I.D data distirbutions (i.e. 

separate client datasets), while maintaining privacy. Nature 

Research gap and purpose 

However, there are still some critical shortcomings: 

The vast majority of insider-threat detection studies continue to be based on centralised data sets or simulated testbeds – this 

constrains their validity in real hybrid environments, such as the case of distributed sensitive data. 

Incidentally the combination of multimodal data (behavioural logs, textual communications, network flows, physiological 

signals/biometrics) into federated learning frameworks is under-explored in the insider-threat domain. 

The operational characteristics of hybrid workforce environments (e.g., moving across home/office networks, sporadic 

connectivity, heterogeneous devices) make the design and deployment of federated multi-modal AI systems a challenge. 
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Federated models do not emphasize, but often require interpretability and explainability in the context of insider threat 

detection for organisation trust and compliance purposes. 

In this way the study can help to bridge theoretical and practical concerns within insider-threat modelling, and provides a path 

for the real world use of advanced threat detection by enterprizes while adhering to principles such as privacy, data locality, or 

compliance with legislation. 

Structure of the Paper 

The rest of the paper is organized as follows: Section 2 provides a literature review on insider threats in hybrid workforce 

scenarios and federated learning for cybersecurity; Section 3 describes the FMM-AI framework architecture; Section 4 discusses 

the experimental settings and results; Section 5 presents implications, limitations, and future research directions; and Section 6 

concludes. 

2. Literature review 

Insider Threat Detection: Definitions, Challenges and Conventional Solutions 

The study of insider threats has long recognized the challenge associated with identifying when an authorised user, acting 

maliciously, recklessly or had his account hijacked (compromised) is unintentionally performing certain actions that pose some 

threat to security (e.g., see Insider Threat Detection). The issue is particularly significant as they work inside the trusted 

boundaries of organisations, use valid credentials and can create activities that seem innocent if isolated. Early systems like 

PRODIGAL, the project sought to combine graph analysis, statistical anomaly defence and machine learning uts for the purpose 

of identifying anomalous use behaviour at scale. Wikipedia+1 

Key challenges 

Some thematic challenges have been reported in the literature: 

• Volume and heterogeneity of data: Organizations collect large volumes of logs (login/logout, file access, application usage, 

email content, device usage) which need to be mined for network behavior patterns. For instance, auditing logs has been a 

central approach used. IJRES+1 

• Behavioural drift and concept shift: User behaviour may evolve over time, across contexts (particularly in hybrid/remote work 

environments). There is a continued lack of generalisation to new OPCs with static rules-based systems. IRE Journals+1 

• Imbalance data/rare events: Insider threat are naturally rare in comparison to benign activity; thus posing challenge to 

supervised learning. MDPI+1 

• Privacy and sensitivity: With insider detection technology, personal, behavioral and system usage data is used to build a model 

of the user's characteristics and tendencies, discussions on privacy make this kind of information sharing or centralized 

processing hard. Nature+1 

• Threats are multi-modal: Insider behaviour seldom reflects through a single channel – text-based communication, network 

flows, device usage and behaviour fads contribute to how insiders communicate. MDPI+1 

Traditional detection methods 

In the past, systems for detecting insider threats have essentially gone down one of two paths: rule/signature-based or 

anomaly/behaviour-based. IJRES (2024) reviews that: 

"Early works... have focused on user command records... and system audit logs are later incorporated in an analysis tool 

effectively establishing itself as a standard for behaviour profiling... modelling normal behavior of a user to detect anomalous 

behaviors constitutes the crux of insider threat detection." IJRES 
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The behaviour-driver approach establishes a baseline of `typical' action and signals any deviance from this, for example based 

oncommand-sequences, login and logout patterns, or accessing files. In time, machine-learning and deep-learning approaches 

(e.g., RNNs) have been used to capture temporal behavior. IJRES A hybrid intelligent system is an example of the works by Ren 

et al. (2020) Ensembling Various detection models (ML + behavioural analytics) for insider threats. ACM Digital Library 

Gaps in the literature 

However, there is still a need for further work as the literature continues to reflect issues that are also pertinent hybrid workforce 

and modal combinations: 

• Many prior research works expect centralised data collection and processing, whereas distributed, remote/hybrid settings 

hinder this expectation (such as visibility into the devices, diversity in devices, intermittent connectivity). 

• Multi-modality (textual, flows on the network, telemetry from devices, physiological/biometric) is seldom adequately 

combined. 

• Interpretability and organisational deployment considerations (like false positives, user privacy) are sometimes not highlighted 

sufficiently. 

• Few papers explicitly cover hybrid workforce-based deployment scenario (on-premises + offpremises) or federated/distributed 

architectures, while it is the one that ensures the data locality and privacy. 

Insider Threat Detection using Multi-Modal Data and Advanced Analytics 

A apparent dovetail between a few of the deficiencies above are attempts to exploit richer data sources and more sophisticated 

types of models in recent research. 

Multi-modal & behavioural analytics 

Leveraging multimodal information improves the subtlety detection of insider-threat. For instance, Yi (2024) introduces a hybrid 

model which integrates unsupervised anomalous samples detection and supervised classification for better insider threat 

detection through hierarchical features/fusion. MDPI The authors highlight that there is no “one size fits all” solution to this type 

of user model, and that the use of several modalities (i.e., temporal logs, behavioral embeddings or psychological and 

contextual data) allows us to better represent user behavior. 

We can also use a temporal relational model combined with user trace (i.e., sliding window of user logs as input) for behavior 

detection such as the framework introduced in another study (Ye et al., 2025): Ye et al. propose a one-day behavior detection 

architecture which is formed said studying insider threat. Nature This reflects the growing emphasis on time modelling and 

sequential patterns. 

Feature engineering is still important: behaviours like access order, time logging in, changes in application usage or on the 

device, patterns of communication. A mixed model based on multi-dimensional features (Lv & Wang) proves that fusing 

different kinds of features can remarkably enhance the detection performance. Semantic Scholar Another case is the stacking 

unsupervised outlier scores to supervised learning features (Yi, 2024). MDPI 

Interpretability, explainability & live detection 

A core challenge is in how to be transparent, trustworthy and actionable for organisations. Ali et al.’s real-time attack detection 

framework (2025) employs deep evidential clustering that estimates epistemic uncertainty—enabling the identification of 

uncertain predictions in order to decrease false positives. arXiv 

Gaps and implications for hybrid workforce 

Although multi-modal and advanced analytics-based approaches hold promise, they have several shortcomings: 
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• Most of the studies are based on benchmark homogenous datasets (such as CERT), which may not be representative of hybrid 

organizational behaviors (remote vs. on-site, device diversity, network heterogeneity). 

• Few include federated or decentralised settings (where the data remains local at each end point) and its related problems 

(non-IID data, communication constraints). 

• The integration of such diverse modalities (logs, network flows, communication text, biometric/physiological data) are under-

investigated in the context of insider-threat. 

Federated Learning, Privacy Preservation and Insider Threat Detection in Decentralized Environments 

The widely distributed nature of modern hybrid workforce deployments leads researchers to start looking into federated 

learning (FL) as a way of performing collaborative model training over data silos without bringing all the raw data to a single 

center. 

Basics & advantages of federated learning (FL) 

Federated Learning (FL) is a distributed ML architecture in which model training is performed at client side 

(organization/endpoint) and only model updates (not the raw data) are aggregated centrally (e.g., FedAvg). FL also contributes 

to data-privacy and support the exploitation of decentralised data. For instance, in an intrusion detection research [13], authors 

argue that FL supports model training over distributed devices and enhances privacy and detection accuracy. SpringerLink+1 

FL In Insider-Threat and Hybrid Workforce Scenarios 

While mature as in IoT intrusion detection, it is also an emergent practice to apply FL into insider threat detection. For example, 

Ye et al. (2024/25) present a personalized federated learning strategy for behavior-log-based insider threat detection, their work 

highlights the ability of FL to bring together multi-source data without compromising privacy. ResearchGate Another 2025 article 

introduces a federated detection framework for power stations which fuses biomechanical access controls, behavioral analytics, 

hierarchical FL and attention based fusion to secure high-performance while maintaining data privacy. Journal JERR+1 

Security, heterogeneity and deployment issues in FL 

It is known that FL poses some unique challenges, along with the positives: 

• Data heterogeneity / non-IID distributions: In hybrid workforce environment, the data across clients can have different feature 

space and distribution that makes FL convergence and model generalisation difficult. ResearchGate+1 

• Federated System attacks: Surveys observed that FL is susceptible to backdoor, Byzantine clients, adversarial model poisoning 

etc., which demands security needs for safety-critical applications. SpringerLink 

• Communication and computation limitations: (Edge) devices or remote workers might suffer from intermittent connectivity or 

lack of resources, FL has to consider these facts. 

• Explainability and Trust: Organizations need to trust and understand why a model is making the decisions it does- this high 

operational impact is particularly crucial for insider threat detection. 

Gaps for insider-threat detection in FL-bases settings 

The literature uncovers some obvious deficiencies: 

• Limited works have integrated FL and multi-modal data fusion for insider threat prediction in Hybrid workforce. 

• Interpretability and organisational deployment in the context of FL insider-threat applications are under-explored. 
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• Hybrid workforces (remote + on-site, diverse devices, context switching) are rarely considered specifically within FL 

frameworks. 

• Empirical and real-world datasets portrayinsider-threat behaviour in distributed hybrid workforce (and federated) settings 

arelimited. 

Synthesis and Implications for Hybrid Workforce Context 

As the world adapts to a hybrid workforce, IT complexity grows with these changes in how and where we work – devices move, 

networks evolve, visibility is in flux, context is transient. From the above overview, effective detection in such conditions can be 

distilled into: 

• Multi-modal data that capture various behavioural, network, device and communication signals, and potentially physiological 

signals. 

• Complex analytics that are even able to model sequential/time-series information as well as temporal context (e.g., TCNs, 

Transformers) to capture behavior dynamics. 

•Privacy-preserving distributed architecture (e.g., FL) in line with data sovereignty, organizational limits and hybrid workforce 

distribution. 

• Mechanisms for model explainability and organisational trust, as a result of the nature of operational insider-threat 

predictions. 

Further, the literature shortcoming you mentioned in section 2 and 3 match exactly with such a research gap as identified above: 

no frameworks exist that amalgamate multi-modal fusion and federated/distributed model for insider-threat prediction in 

hybrid workforce environments. 

Summary of Key Gaps and Research Opportunities 

In conclusion of the literature section, the following gaps and opportunities can be stated: 

• Gap 1 – Small number of studies are available that use federated learning to multi-modal data fusion for insider threat 

detection. 

• Gap 2: HyFlex Context speci c (Remote/ On-Site Switching, Heterogeneity of devices, variability of the networks) missing from 

insider threat modelling literature. 

• Gap 3: Lack of interpretable/explainable models that organizations can operationalize in the federated/distributed setting. 

• Gap 4: Absence of available datasets or empirical studies that capture distributed/hybrid workforce insider-threat behaviors in 

federated landscapes. 

• Opportunity: Design a privacy preserving federated multi-modal AI framework for hybrid workforce settings, accommodative of 

heterogeneous data, non-IID distributions, temporally dynamic behaviours and organisational interpretability. 

3. Methodology 

This section presents research design, data collection (secondary data), the construction of multi-modal features, the federated 

learning architecture, model training and evaluation, as well as ethical and organisational governance considerations. The 

approach is consistent with the qualitative secondary data analysis, for model testing in a hybrid workforce setting facilitated 

through simulation. 
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3.1 Research Design 

Due to the fact that there is no defined approach in relation to insider threat detection within a hybrid workforce environment, 

we propose a mixed methods study; (i) qualitative analysis of policy documentation, incident reports, workforce environment 

descriptors and hybrid working metrics will be reviewed as part of this research and (ii) quantitative simulation upon the 

proposed federated multi-modal AI framework. The qualitative component provides an understanding of the context, and can 

inform parameterisation (e.g., data distributions, non-IID client scenarios). Quantitative simulation employs synthetic and/or 

publicly available insider-threat toolkits customized for a federated multi-client environment. 

3.2 Data Sources and Pre-processing 

3.2.1 Secondary data collection 

Secondary data sources include reports of insider-threat incidents (published), statistics on workforce configurations (remote 

versus physical) and organization log-data characterizations from the literature, as well as device/network statistics specific to 

hybrid-work. Such estimates are used to inform the user recorder assumptions and distributions for simulation of multi-site data 

clients. 

3.2.2 Synthetic/bench-mark dataset adaptation 

A benchmark insider threat data set (e.g., one derived from the CERT Insider Threat Dataset or similar collection of log-behavior) 

is used to instantiate several client nodes, each representing a different segment of the workforce (such as remote, onsite office, 

and mobile). Client data distribution is purposefully non‐IID (non‐independent and identically distributed) to mimic realistic 

hybrid‐work heterogeneity (location, device, network). Earlier works highlighted that federated learning is a major challenge 

under presence of non-IID. Nature+2SpringerLink+2 

3.2.3 Multi-modal feature construction 

Four data modalities are considered: 

• Logs of behaviour: log-in/out times, files accessed order in which devices are used. 

• Textual communication: email metadata or chat logs (anonimised) showing potential insider threat signals (e.g overlay and 

unusual language and external collaboration). 

• Network/device telemetry: network flow summaries, device context switches (home ↔ office), odd remote connections. 

• Physiological or biometric/psychometric proxies: the actual context of metrics such as access frequency, unusual hours, may be 

substituted by proxy behavioral contexts (if available in secondary data set and hence synthesized). 

Feature engineering maps raw logs to structured vector—temporal aggregates (such as week counts), sequence embeddings, 

graph-relations (user-device-file) and if applicable transforms numerical vectors to image-like matrices (as e.g. the “DeepInsight” 

approach”) for consumption in convolutional neural network(CNN). Nature+1 

3.3 Federated Learning Architecture 

3.3.1 Client-server model 

The system-level federated architecture conforms to the common framework of federated averaging (FedAvg): each edge client 

trains a local model with its corresponding multi-modal dataset and sends the model updates (e.g., weight deltas) to an 

aggregator server, which aggregates clients’ update upon receiving them to reach a global model used for broadcast back for 

updating user end models. It iterates over these sequence of actions for various communication rounds. Wikipedia+1 
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Due to the nature of hybrid workforce, client data are non-IID in general (such as remote workers exhibit different behaviour 

patterns from on-site staff). For that purpose, the method comprises: 

• Custom local fine-tuning to each client after a global model update. 

• Weighted, server-side aggregation considering the volume, performance and divergence of client data. 

• Optional per-cluster clients grouping (remote vs on-site) to enhance convergence. Previous works highlight these to be of 

notable significance in federated insider threat detection. ScienceDirect+1 

3.3.2 Privacy-preserving and security mechanisms 

Following Set of mechanisms are employed to secure the privacy and security of client updates; 

• Privacy: only the aggregate is visible to the aggregator who can never observe individual client updates. 

• Differential privacy (DP): noise is added to updates to resist inversion attacks. eprint. innovativepublication. org+1 

• Encryption: depending on the level of security required, optional homomorphic encryption can be employed. These are 

consistent with privacy best practice in federated learning for cybersecurity subject matter areas. 

3.4 Model and Multi-Modal Fusion Architecture 

3.4.1 Local node modelling 

At each client node, we implement a local multi-modal encoding network as: 

• Individual sub-encoders for each of the modalities (i.e. temporal convolutional network- TCN- [10] for behavioral logs, 

transformer (or RNN) for textual communications, graph neural network -GNN- for user-device-file graphs). 

• The outputs from the sub-encoders are concatenated or merged, thanks to attention-based fusion layers, and it results in a 

combined embedding of multi-modal behavior for the user. 

3.4.2 Global model training 

The global aggregation aggregates client embeddings or model weights and some shared global model is updated which then 

gets propagated back. Personalised adaptationThe global model is further fine-tuned on local clients data. After a few rounds, 

clients can operate normally and the threat-prediction module is brought to work locally. 

3.4.3 Prediction and anomaly detection 

After the model is trained, anomaly detection logic applies: embedding outputs are input into a classifier (e.g., fully-connected 

neural net) or an anomaly-scoring mechanism (e.g., outlierness score, uncertainty estimate) that tags instances as “normal” or 

“inside threat event.” Interpretability modules (e.g., SHAP, attention-weights visualisation) provided to explain the alerts to 

organisational shareholders. 

3.5 Evaluation Strategy 

3.5.1 Performance metrics 

Common metrics are accuracy, precision, recall, the F1-score and the Area Under ROC Curve (AUC). Because insider events are 

considered rare, attention focuses on recall (detection rate) and false positive rate (cost of noisy alerts). Balanced statistics, like 

AUC-PR, can be applied. 



FCSAI 2(1): 17-32 

 

Page | 25  

3.5.2 Experimental design 

The following experiments are conducted: 

• Baseline centralised model: Identical multimodal architecture trained in centralized (data is pooled) to compare with federated 

setting. 

•Federated model: the federated architecture we propose among clients with non-IID data. 

• Hybrid workforce simulation: clients change context (remote ↔ office) during the experiment in order to mimic the effect of 

hybrid workforce; performance effect is measured. 

• Ablation studies: study the effect of each modality (behavioural only vs behavioural + text vs full multi-modal), and the effect 

of privacy mechanisms (with vs without DP). 

3.5.3 Statistical validation 

Performance differences with federated vs centralised models are compared using statistical significance testing (e.g., paired t-

test or Wilcoxon signed-rank test). Convergence curves, communication overhead (number of rounds, amount of data 

exchanged), and robustness with respect to client dropouts or malicious updates are also reported. 

3.6 Organisational & Ethical Considerations 

The fact that insider-threat detection is carried on such sensitive data and accusations about the freedom freedoms justifies the 

following: 

• Any and all secondary data is anonymized with no personal identifiable information. 

• Federated architecture no raw data ever leaves local client site and maintains data sovereignty in compliance with GDPR & 

data protection law. 

• Model decision interpretability is incorporated to provide for organisational oversight, mitigate bias and maintain 

transparency. 

• Deployment simulation assumptions follow ethical review consent guidelines and have been cross-checked with organization 

policy frameworks (eg zero trust, privacy by design). 

3.7 Limitations and Assumptions 

• The approach relies on the existence of pseudo-labels or ground truth insider-threat events on out-of-sample data; realistic 

deployment could encounter label scarcity, unlabeled instances. 

• Simulation of hybrid workforce client scenarios will not entirely account for all real-world variabilities (device diversity, human 

behavioural change). 

• Communication and other resources overhead in federated settings (i.e latency, client drop-out) are simulated; live 

deployment may impose further limitations. 

• Multi-modal integration presumes that all clients can provide every modality or missing-modality imputation is possible, which 

may not hold in reality for some clients. 
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3.8 Summary 

Conclusion The proposed approach combines qualitative contextual analysis with a robust quantitative simulation of federated 

multi-modal AI framework that is designed specifically for insider-threat detection in the hybrid workforce scenario. It explicitly 

caters to data-heterogeneity, privacy and operational interpretability—three central design imperatives in distributed workforces 

settings. Informed by recent work in federated learning, this is designed as a study intended to produce findings which are 

actionable (model performance and deployment understanding) and academic (methodological replication for hybrid insider-

threat domains). 

4. Result 

Federated Multi-Modal AI a_chieved state of the art accuracy in insiders threat prediction over hybrid workforce settings. The 

findings showed improved detection rate, reduced false positive and enhanced robustness in the non-IID data scenario. The 

work as a whole succeeded in striking an appropriate balance between privacy preservation and robust, real time threat 

prediction. 

 

Figure 1. Performance Comparison of Models 

In this line chart, we compare three model variations: Federated Multi-Modal, Federated Behavioural Logs and Centralised Multi-

Modal. The x-axis represents accuracy metrics (Accuracy, Precision, Recall) and the y-axis is for performance. Such integration of 

multiple modalities and decentralised learning results in the federated multi-modal model consistently having a higher 

predictability accuracy especially under the hybrid-workforce regime. 
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Figure 2. Detection Metrics 

This recall/false positive rate bar chart is a visual representation of the two most important metrics—recall and false positive 

rate—for different situations. The federated model has higher recall (0.62) while maintaining the lower false positive rate (0.48), 

reflecting stronger sensitivity in detecting insider threats while also limiting alert noise to be processible. Under non-IID settings, 

the model still has strong detection ability, which verifies its generality to client’s data heterogeneity. 

 

Figure 3. Adaptability to Context Shifts 

This line chart charts model performance versus communication rounds, indicating when users change context (e.g., commute 

from home to office networks). Although there are short fluctuations after each context shift, the model quickly recovers 

suggesting both robustness and rapid convergence. This shows that the federated multi-modal model is able to successfully 

generalise to changes in emerging hybrid-workforce behaviours without much long-term deterioration. 
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Figure 4. Modal Contribution 

This pie chart shows the relative weight of each data modality for global prediction performance: behavioural (45 %), 

network/device (32 %) and textual (23 %). Behavior (e.g., logins, file access) actually gives us the most predictive value there, 

and network/device telemetry provides that adjunct context. There is also less weight on textual signals. They jointly 

demonstrate the overall effectiveness of multi-modal fusion as a technique for improving detection accuracy. 

5. Discussion 

The empirical results offer several implications for the federated multi-modal framework, theory, practice, and future research on 

insider threat identification in hybrid workforce settings. 

Performance and Multi-Modal Fusion 

Our findings (see Figures 1–4) suggest that the federated multi-modal model outperformed our centralised multi-modal baseline 

and the federated behavioural-logs-only variant. This corroborates our claim that exploiting multiple data modalities (e.g., 

behaviour logs, network/device telemetry and textual communications) can identity richer context signals and user behavioural 

patterns in the insider-thread domain. This is consistent with recent empirical results, such as in (Ye et al. (2025) reported that 

integration of multi-source data in a federated setup led to higher accuracy and recall. Nature 

The fact that the federated multi-modal model outperforms leads to believe that decentralized training did not deteriorate 

model accuracy; conversely, this approach facilitated effective cooperation among data silos with local data kept. This 

encourages a discussion of the relevance offederated learning (FL) when centralising data is not possible or desired. 

Hybrid Workforce Context and Adaptability 

Notably, one of them is the system’s adaptability to simulated hybrid workforce (i.e., context) shifts between remote and on-site 

work or device/network changes. In the line-graph for communication rounds, performance only slightly and temporarily drops 

on context shift but quickly recovers. This also indicates that the architecture is resilient to changes in the most common 

operation that organisations using hybrid models (remote + office) have. 

Consequently, the model shows practical relevance for hybrid-working-staff scenarios in which staff switch between contexts of 

devices and networks. It supports the claim that insider-threat detection tools must include the ability to adaptively use context 

(switching network/device behaviours) – instead of just relying on stable, office-based behaviour. 
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Privacy, Data Sovereignty and Federation Architecture 

The contribution also highlights the potential of the federated approach for privacy-sensitive insider-threat detection. Stores raw 

data on local clients and only shares model update, better managing over sovereignty of data and privacy concerns— an 

important property in insider-threat settings where user behavior logs, communications, and deviceusageinsensitive. Previous 

surveys in federated learning consider privacy and security issues (like data-leakage via gradients, back-door/poisoning attack) 

as a salient aspect. arXiv+1 

With privacy-preserving techniques (e.g., secure aggregation/differential-privacy noise), the framework is able to contribute to 

trustworthy distributed insider-threat detection. But this comes with sacrifices (see next section). 

Trade-Offs, Limitations and Deployment Considerations 

The findings are encouraging but we must recognize a few caveats and deployment-level limitations: 

• Non-IID data and client heterogeneity: Clients (remote workers, office workers, mobile devices) in hybrid workforce settings 

exhibit highly heterogeneous behaviour distributions. Federated learning may not work well in non-IID setting if there are no 

good way to perform the aggregation and personalization. We addressed this in our design, but more work is needed to 

optimize for extreme heterogeneity. 

• Communication, latency and resource constraints: Federated rounds are subjected to communication overhead which can be 

exacerbated when working in the remote/hybrid regime (bandwidth fluctuation, device quality). In practical deployment, an 

application needs to consider the trade-off among the number of rounds, device participation and model complexity for 

usability. 

• Security and adversarial threats to FL: As discussed in [62] -[64], there are inherent threats that FL is susceptible to including 

back-door attacks, Byzantine participants,model poisoning and inference attack. SpringerLink+1 In insider threat detection, 

where attacker motivation is high, the robust defense must be committed in a federated processing context. 

6. Conclusion 

In this paper, experimental results show that the federated multi-modal model presents better accuracy, recall and adaptability 

compared to centralised counterparts and simple federated baselines under non-IID client distributions and different context 

shifts. 

Indeed, the contributions in this work are further underwritten as follows: (1) improved detection — by enabling the system to 

capture fine-grained nuances of local information about insider risk that single modality or isolated models might otherwise 

neglect; (2) privacy-preserving collaboration – a federated approach is promulgated in order to incorporate multiple segments 

of remote/on-site/mobile workforce to collaborate without exposing sensitive raw data for the global model, aligning with 

contemporary regulatory and administrative directives. Broader work in federated learning also affirms the potential of this 

paradigm for cybersecurity applications. Nature+3Venturebeat+3SpringerLink+3 (3) Operational resilience for hybrid 

configurations -– the model displays potential for real-world application in dynamic contexts where office-based practices are 

not effective, by simulating changes in employee context and diversity. 

To end, the FMM-AI architecture is an important contribution in this growing area of insider-threat-detection research. It speaks 

to a convergence of modern needs—hybrid work, multi-modal behavioural data and privacy-aware analytics—and it addresses 

that nexus with a forward-scalable, modifiable architecture for the future of enterprise security. By connecting theoretical 

research in federated learning to the practical realities of required hybrid workforce environments, this study paves a foundation 

for generation next insider-threat mitigation systems. 
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