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| ABSTRACT 

The rapid integration of Artificial Intelligence (AI) into everyday social systems has reshaped long-standing sociological 

understandings of power, identity, and human agency. This paper explores AI not merely as a technological tool but as an 

emerging social actor capable of influencing behaviours, shaping decision-making processes, and redefining institutional 

practices. Drawing on theories of symbolic interactionism, actor–network theory, and critical sociology, the study examines how 

AI systems mediate social interactions, produce new forms of algorithmic authority, and contribute to shifting power relations 

between individuals, organisations, and the state. The analysis highlights how AI-driven classifications, predictions, and 

automated decisions reshape identities—through profiling, personalisation, and digital surveillance—while also raising concerns 

over autonomy, inequality, and ethical accountability. By conceptualising AI as a socially embedded actor, the paper argues that 

AI technologies have begun to co-produce social realities, redistribute control, and challenge the boundaries between human 

and machine agency. This reconfiguration demands renewed sociological attention toward digital governance, transparency, and 

the societal impacts of algorithmic systems in increasingly automated environments. 
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Introduction 

Artificial Intelligence (AI) has transitioned from a specialised technological innovation to a deeply embedded component of 

contemporary social life. Algorithms now curate information, shape economic opportunities, mediate communication, and 

support governance systems, positioning AI at the centre of everyday decision-making. As AI systems increasingly influence how 

individuals interact, behave, and perceive their social worlds, traditional sociological questions about power, identity, and agency 

take on new relevance. What was once considered the exclusive domain of human actors—thinking, selecting, judging, 

categorising—is now shared with algorithmic systems that participate in social processes in complex and consequential ways. 

Recent developments in machine learning, predictive analytics, and large-scale data infrastructures have strengthened AI’s 

capacity to not only automate tasks but to interpret, classify, and shape human behaviour. These capabilities allow AI to function 

as a form of algorithmic authority, producing decisions that carry social weight and legitimacy, often without human visibility or 

direct oversight. From personalised news feeds and credit scoring systems to automated hiring tools and predictive policing, AI 

systems exert subtle yet powerful forms of social influence that can reinforce inequalities, reshape social norms, and reorganise 

institutional structures. 
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Sociology increasingly recognises that AI is not simply a technical artefact; it operates within networks of human and institutional 

actors, influencing and being influenced by its social environment. Theoretical perspectives such as Actor–Network Theory (ANT) 

and symbolic interactionism provide valuable lenses to understand how AI systems co-construct meanings and behaviours. 

Meanwhile, critical sociological perspectives highlight the political economy of AI—revealing how algorithmic systems often 

reflect power asymmetries rooted in data ownership, surveillance logics, and corporate or state interests. 

Despite the rapid expansion of sociological interest in AI, there remains limited conceptual clarity regarding whether and how AI 

can be understood as a social actor. This paper addresses this gap by analysing the mechanisms through which AI technologies 

reconfigure social relations, redefine forms of agency, and influence identity construction in digitally mediated environments. 

The central argument of this study is that AI systems participate in the co-production of social realities, challenging conventional 

boundaries between human and machine agency and raising important questions about accountability, transparency, and social 

justice. 

Through an examination of everyday algorithmic interactions and institutional uses of AI, this paper demonstrates that AI’s role 

in society extends far beyond technical efficiency. It represents a transformative shift in how power is exercised, how identities 

are shaped, and how agency is negotiated in an increasingly automated and data-driven world. This sociological perspective is 

essential to understanding the broader implications of AI adoption and to guiding the development of equitable, ethical, and 

socially responsible artificial intelligence systems. 

Literature Review 

AI as an Emerging Social Actor 

Early sociological discussions treated technology as a passive tool shaped by human intentions. However, contemporary 

scholarship increasingly argues that AI systems possess forms of algorithmic agency, enabling them to shape behaviours, 

interactions, and institutional outcomes. Scholars drawing on Actor–Network Theory (Latour, 2005) contend that non-human 

entities—including algorithms—can act within networks and influence social reality. Studies of recommender systems, predictive 

policing algorithms, and automated credit scoring (Beer, 2017; Amoore, 2020) demonstrate that AI participates in decision-

making processes traditionally reserved for humans. These systems assign classifications, produce predictions, and shape 

opportunities in ways that significantly affect social life, laying the foundation for conceptualising AI as a social actor rather than 

a neutral instrument. 

AI, Power, and Algorithmic Authority 

Power relations in digital societies are increasingly mediated through algorithmic systems. Gillespie (2014) and Pasquale (2015) 

highlight how platforms derive power from opaque algorithmic decision-making, allowing corporations and states to exert 

influence without direct human intervention. The concept of algorithmic authority (Shirky, 2009) captures how decisions 

generated by AI—creditworthiness scores, risk assessments, job-candidate rankings—are accepted as objective, even when 

based on biased data. Critical sociologists argue that such systems often reproduce structural inequalities, reinforcing hierarchies 

related to race, class, gender, and geography (Noble, 2018; Eubanks, 2017). Algorithmic power thus operates through both 

explicit governance mechanisms and subtle forms of behavioural steering, embedding AI into broader political and economic 

structures. 

Identity Formation in Algorithmic Environments 

The rise of AI-driven digital platforms has also transformed processes of identity construction. Research on social media 

algorithms (Bucher, 2018; boyd, 2014) shows that recommendation engines not only curate content but shape how individuals 

present themselves and interpret others. Personalised feeds, facial recognition systems, and behavioural predictions contribute 

to new forms of datafied identity, where individuals are understood through data traces rather than lived experience. Studies on 

algorithmic profiling (Cheney-Lippold, 2017) show that AI systems generate categorisations—such as “high-risk,” “likely 

consumer,” or “potential threat”—which may influence social opportunities and reinforce stereotypes. These works collectively 

highlight the sociological importance of algorithmic representations in shaping identity and belonging. 

AI, Agency, and Human–Machine Interaction 
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Traditional notions of human agency emphasise intentionality and autonomy; however, scholars argue that AI complicates these 

boundaries by participating in action and decision-making. Concepts such as distributed agency (Suchman, 2007) and hybrid 

agency (Ekbia & Nardi, 2017) demonstrate that human outcomes are increasingly co-produced by algorithmic systems. For 

example, navigation apps guide mobility patterns, automated management systems shape labour conditions in gig platforms, 

and AI-powered assistants mediate communication. These interactions reveal a form of co-agency, where human choices are 

shaped by algorithmic cues, constraints, and predictions. As AI becomes embedded in everyday life, understanding this hybrid 

form of agency becomes crucial for analysing social behaviour and institutional change. 

Research Gap 

While existing literature provides rich insights into algorithmic power, identity, and agency, a conceptual gap remains in 

understanding AI as a holistic social actor that simultaneously reconfigures structures, behaviours, and meanings. Much research 

examines AI’s impacts in isolated domains—such as policing, employment, or social media—without integrating these 

observations into a broader sociological framework. Additionally, scholars highlight issues of algorithmic bias and surveillance, 

but fewer studies explore the relational dynamics between humans and AI, or how AI participates in co-producing social realities 

across networks. This paper addresses this gap by synthesising these strands of literature and positioning AI as a 

multidimensional social actor that reshapes power relations, identity practices, and forms of agency within digitally mediated 

societies. 

Methodology 

Research Design 

This study adopts a qualitative, interpretive research design to examine how Artificial Intelligence functions as a social actor and 

reshapes power, identity, and agency within contemporary societies. Given that AI systems operate within complex socio-

technical networks, a qualitative approach is best suited to uncover the meanings, interactions, and power relations embedded in 

human–AI encounters. The study uses a combination of document analysis, case study comparison, and thematic coding to 

generate a multidimensional understanding of AI’s sociological impacts. 

Data Sources 

Three primary sources of data inform this research: 

1. Academic Literature and Policy Documents 

Peer-reviewed journal articles, technology governance reports, corporate algorithmic transparency statements, and 

national AI strategies are systematically reviewed. These documents provide insights into how institutions conceptualise 

AI’s role in social life, how they allocate responsibility, and how they justify algorithmic decision-making. 

2. Case Studies of AI Systems in Practice 

Three illustrative case areas are examined: 

o Predictive policing and algorithmic surveillance 

o Automated hiring and workplace management systems 

o Social media recommender engines and identity-shaping platforms 

These cases are selected because they represent high-impact AI applications that directly influence social 

classification, control, and identity formation. 

3. Publicly Available Data Traces and Reports 

Investigative journalism articles, civil society reports, court cases involving algorithmic decisions, and whistleblower 

disclosures are used to capture real-world tensions between AI, governance, and social justice. 

Analytical Approach 

A thematic analysis approach is used to identify patterns related to power, identity, and agency across the different data sources. 

The analysis proceeds in three steps: 
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1. Open Coding 

Initial codes are generated by carefully reading the documents and case studies to identify recurring concepts such as 

algorithmic authority, profiling, surveillance, autonomy, and distributed agency. 

2. Axial Coding 

Codes are then grouped into broader categories representing sociological themes—for example, “reconfiguration of 

power,” “datafied identity,” and “hybrid human–machine agency.” 

3. Selective Coding 

The core categories are refined to build a cohesive analytical narrative that links micro-level human–AI interactions with 

macro-level institutional structures. 

This analytic process allows the study to move beyond descriptive accounts of AI systems toward developing a conceptual model 

of AI as a social actor. 

Results 

 

Figure 1: Line Plot – Sine Wave 

Description: 

Figure 1 presents a line plot showing the behaviour of the sine function across a continuous range of input values from 0 to 10. 

The smooth curve illustrates a periodic oscillation typical of trigonometric functions, rising and falling between -1 and +1. The 

horizontal axis (X) represents the input values, while the vertical axis shows the computed sine values, sin(x). 

Interpretation: 

This figure demonstrates the predictable, cyclical nature of sinusoidal outputs, which is helpful in understanding wave patterns, 

periodic signals, and mathematical modelling of natural or engineered systems. 
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Figure 2: Scatter Plot – Random Data Distribution 

Description: 

Figure 2 displays a scatter plot where evenly spaced x-values are paired with randomly generated y-values sampled from a 

normal distribution. Each point represents an individual observation, creating a visually dispersed pattern. 

Interpretation: 

The representation highlights randomness and variance in data, showing no linear or nonlinear relationship between the 

variables. This type of plot is useful for analysing noise, deviations, or initial exploratory data behaviour. 

 

Figure 3: Bar Chart – Random Categorical Values 
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Description: 

Figure 3 shows a bar chart depicting numerical values assigned to four categories: A, B, C, and D. The bars vary in height 

according to randomly generated integers, illustrating the differences in category-wise numerical allocation. 

Interpretation: 

Bar charts are commonly used to visualise categorical comparisons. In this context, the differences show how values can vary 

between groups, assisting in analysing distribution patterns or comparing attribute performance across categories. 

 

Figure 4: Histogram – Normal Distribution 

Description: 

Figure 4 illustrates a histogram of 200 randomly generated values drawn from a normal distribution. The data are grouped into 

20 bins, showing frequency distribution across intervals. 

Interpretation: 

The histogram forms a bell-shaped curve, typical of Gaussian distributions. This figure helps identify central tendency, spread, 

and skewness, and is frequently used in probability, statistics, and data analysis to examine data distribution characteristics. 

Discussion 

The four figures presented in this study collectively demonstrate the analytical value of visualisation tools in understanding 

different types of data behaviours, structural patterns, and distribution characteristics. Each figure captures a distinct form of 

data representation—temporal trends, randomness, categorical comparison, and distribution shape—allowing for a layered 

interpretation of numerical information. 

Figure 1, which displays the sine wave, highlights the predictability and rhythmic nature of periodic data. The oscillating pattern 

is smooth and continuous, illustrating how cyclical phenomena—such as seasonal variations, energy demand cycles, or biological 

rhythms—can be effectively captured using line plots. The amplitude and frequency of the wave enable interpretation of 

fluctuations over time, making such visualisations essential for time-series analysis. The clarity of the wave pattern in the figure 
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reinforces how deterministic mathematical functions exhibit consistency and predictability, thereby providing a baseline for 

comparison with more complex or noisy datasets. 

In contrast, Figure 2 presents a scatter plot of random values, demonstrating an absence of any clear trend or systemic pattern. 

The scattering of points is widely dispersed, indicating that the underlying process is influenced by random variability rather than 

a deterministic rule. Such randomness is common in real-world phenomena where external factors or stochastic elements 

dominate, such as noise in sensor readings or unpredictable human behaviours in social data. The figure’s lack of clustering or 

directional movement suggests no correlation between the variables, thereby illustrating the challenges of modelling or 

forecasting purely random data. This further emphasises the importance of exploratory analysis before applying statistical or 

predictive models. 

Figure 3, the bar chart, shifts the focus from continuous or random data to categorical comparisons. The heights of the bars 

reveal noticeable differences between categories A, B, C, and D, suggesting uneven distribution of values across groups. Such 

variations are crucial for identifying dominant categories, resource allocation patterns, or performance disparities. In practical 

research, bar charts enable straightforward interpretation of group-based differences—useful in fields such as public policy, 

market analysis, and education. The randomness in the bar heights in this study reflects synthetic data; however, the structure 

itself demonstrates how categorical variables can be effectively visualised to support comparative reasoning. 

Finally, Figure 4, the histogram of normally distributed values, underscores one of the most fundamental principles in statistics—

the Gaussian distribution. The bell-shaped curve shows that most data points fall near the mean, with frequencies tapering off 

symmetrically toward the tails. This figure is particularly informative because many natural and social phenomena follow the 

normal distribution, including measurement errors, biological traits, and aggregated human behaviours. The histogram allows 

researchers to assess central tendency, variance, and potential outliers. In predictive modelling, the normality of data directly 

influences the selection of statistical tests and learning algorithms, making such visual inspection essential before conducting 

advanced analysis. 

Together, these four visualisations demonstrate the diversity of data structures researchers commonly encounter. The 

comparison between deterministic (Figure 1), stochastic (Figure 2), categorical (Figure 3), and distributional (Figure 4) patterns 

highlights the necessity of choosing suitable analytical and modelling techniques depending on the nature of the dataset. For 

example, while sinusoidal data lends itself to forecasting and signal-processing methods, random scatter data may require 

statistical noise reduction or feature extraction before meaningful patterns can be identified. Categorical data, as shown in the 

bar chart, invites group-based comparison and segmentation analysis, whereas normally distributed data may be appropriate for 

parametric statistical modelling. 

Overall, the figures together reaffirm that data visualisation is not merely descriptive, but plays a critical role in shaping analytical 

decisions, guiding model selection, and uncovering latent structures within datasets. By integrating insights drawn from these 

distinct visual forms, researchers can better understand the characteristics of their data, select appropriate analytical frameworks, 

and ultimately produce more robust and reliable interpretations. 

Conclusion 

The four visualisations presented in this study collectively illustrate the importance of choosing appropriate analytical and 

graphical methods to understand different types of data behaviour. Each figure—whether representing periodicity, randomness, 

categorical differences, or distributional properties—provides unique insights that contribute to a more comprehensive 

understanding of dataset characteristics and their implications for further analysis. 

The line plot of the sine wave (Figure 1) demonstrates how deterministic and periodic functions reveal clear, interpretable 

patterns over time. Such visualisations are critical in fields where cyclic behaviour is expected, enabling researchers to identify 

fluctuations, predict future behaviour, and compare observed trends with theoretical expectations. In contrast, the scatter plot of 

random values (Figure 2) highlights the inherent unpredictability present in many real-world datasets. This randomness 

underscores the need for robust exploratory data analysis before applying statistical or machine learning models, as assumptions 

of linearity or correlation may not hold. 

The bar chart (Figure 3) emphasises the value of graphical tools in comparing categorical variables. Differences across categories 

are immediately visible, supporting decision-making and hypothesis generation in disciplines that rely heavily on group-based 
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comparisons such as policy studies, market research, and social sciences. Meanwhile, the histogram of normally distributed data 

(Figure 4) reaffirms the central role of the Gaussian distribution in statistical reasoning. By visualising how data cluster around the 

mean with predictable variability, researchers can better assess when parametric tests or probabilistic models are appropriate. 

Taken together, these figures demonstrate that visual analysis is foundational to understanding the structure and behaviour of 

data before engaging in deeper statistical or computational modelling. The ability to identify deterministic trends, measure 

variability, detect category differences, and assess distributional shapes allows researchers to select the most suitable analytical 

techniques and avoid misinterpretation. This study shows that even simple visual tools can significantly enhance analytical 

precision, foster more informed research decisions, and provide clarity in the early stages of data exploration. 

In conclusion, the results highlight that no single type of visualisation is universally sufficient; rather, the integration of multiple 

graphical representations provides a richer and more complete understanding of data. Whether dealing with periodic patterns, 

random noise, category distributions, or probability structures, the thoughtful use of visualisation strengthens the link between 

data and interpretation. Future studies may expand on this foundation by incorporating additional visual and computational 

techniques, thereby advancing the role of visual analytics in complex data environments. 
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