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| ABSTRACT

Designing high availability (HA) architectures on Oracle Cloud Infrastructure (OCI) is fundamental to ensuring continuous
operations, fault tolerance, and minimal service disruption for mission-critical enterprise workloads. OCl provides a
comprehensive set of tools and architectural patterns—such as multi-availability domains (ADs), fault domains (FDs), load
balancers, autonomous services, and disaster recovery regions—to build resilient and self-healing systems. This study explores
how OCl’s distributed design, coupled with its networking and storage redundancy features, enables organizations to achieve
five-nines availability while optimizing cost and performance. The paper examines architectural blueprints for key workloads,
including web applications, databases, and containerized environments, highlighting the use of features like Oracle Data Guard,
Traffic Management Steering Policies, and the Service Gateway for continuous access and failover. Furthermore, it evaluates
design considerations such as synchronous replication, automated backup policies, and monitoring through Oracle Cloud
Observability and Management services. By adopting these HA strategies, enterprises can align business continuity objectives
with OCl's native cloud-native capabilities, achieving scalable, secure, and resilient cloud architectures that withstand
infrastructure, network, and application-level failures.
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Introduction

In an era where digital-services uptime is paramount, designing high-availability (HA) cloud architectures has become a strategic
imperative for enterprises. The advent of cloud computing has shifted the fault-tolerance paradigm from purely hardware-centric
resilience to distributed, software-driven strategies (Jimerson, n.d.). Within this context, Oracle’s cloud platform—Oracle Cloud
Infrastructure (OCl)—offers native constructs that facilitate the deployment of enterprise workloads with minimal downtime.
According to Oracle documentation, high-availability systems are “designed to ensure that they have the maximum potential for
uptime and accessibility” (Oracle Help Center, 2023). This introduction sets the stage for exploring how HA architectures can be
designed on OCI by highlighting the importance of HA, detailing OCI’'s foundational reliability constructs, and outlining the key
design considerations that underpin resilient cloud systems.

Importance of High Availability

High availability is no longer simply a desirable attribute—it is a business-critical requirement. Organisations both large and
small depend on continuous access to services, applications, and data. As Oracle states, for mission-critical systems “there is an
expectation that... systems are always working and there will never be any downtime.” (Oracle Help Center, 2023). Even planned
maintenance windows must be managed so as to minimise service interruption, which emphasises that HA solutions address
both unplanned failures (hardware, network, software) and planned disruptions (updates, patches) (Oracle Help Center, 2024). In
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cloud environments, failure modes differ from traditional data centres: instead of single-server failures, entire infrastructure

fabrics can be affected, which demands a re-imagining of HA architecture (Jimerson, n.d.).

OCl's Foundational Resilience Constructs

When architecting HA on OC|, it is crucial to leverage the built-in availability features of the platform. A key concept is that

of regions, availability domains (ADs) and fault domains (FDs): a region is a geographic area, which comprises one or more

availability domains; each availability domain contains multiple fault domains. These constructs allow workloads to be distributed
across isolated infrastructure so that a failure in one domain does not cascade to another. For example, Oracle explains that

“availability domains are isolated from each other, fault-tolerant, and very unlikely to fail simultaneously” (Oracle Help Center,

2023). Fault domains within an AD further group hardware and infrastructure so that instances in separate fault domains avoid

single-points-of-failure caused by shared physical resources (Oracle Help Center, 2023).

OClI provides recommendations to eliminate single points of failure, distribute workload across fault and availability domains,

and implement redundancy, monitoring and failover logic as core pillars of HA architecture (Oracle Help Center, 2023). For

instance, the design of a highly available system must include: (a) redundancy—multiple components performing the same task
so that one failure does not impact the service; (b) monitoring—constant checking of component health and performance; and

(c) failover—automatic switching to a backup component when the primary fails (Oracle Help Center, 2023).

Key Design Considerations for HA on OCI

In designing HA systems on OCI, several core considerations emerge:

e Avoiding single-points-of-failure (SPOFs): Each component (compute, storage, network) must have a backup or distributed
equivalent so that the failure of one does not bring down the service. For example, distributing compute instances across
different fault domains and availability domains. (IT Convergence Blog, 2019).

e Geographic and domain distribution: Distributing across multiple ADs or even regions mitigates catastrophic failure (e.g.,
site-level disaster, power outage). Oracle documentation suggests placing resources across multiple ADs or FDs for
resilience. (Oracle Help Center, 2023).

e Automated monitoring and failover mechanisms: Without real-time monitoring and health-checking, failures can linger or
human response becomes the bottleneck. OCI offers built-in health-checks, load balancing, Data Guard for databases etc.
(Oracle Help Center, 2023; Oracle Help Center, 2022).

e Data protection and rapid recovery: Data resilience is a key facet of HA. For database systems, use of cluster architectures
(e.g., Oracle Real Application Clusters — RAC) and standby-replicas (e.g., Oracle Data Guard) ensures both availability and
recoverability. (Oracle, n.d.; Oracle Help Center, 2022)

e Alignment with business objectives: Availability must be aligned with business-driven metrics such as Recovery Time
Objective (RTO) and Recovery Point Objective (RPO). Cloud HA architectures must be designed to meet these business
continuity targets.

Purpose and Structure of This Paper

This paper aims to provide a comprehensive examination of how to design high-availability architectures on OCI. It will explore

the underlying platform capabilities, elucidate HA design patterns for compute, network and storage, and discuss database-

specific HA strategies. Additionally, it will highlight architectural best-practices, trade-offs (cost vs availability), and governance
considerations for BAU operations. By doing so, the paper will serve as both a conceptual reference and practical guide for
architects, engineers and decision-makers who need to build resilient cloud-native services on OCI.

Literature Review

High availability (HA) in cloud environments is a mature yet rapidly evolving discipline that blends distributed-systems theory
with provider-specific primitives to meet stringent business continuity goals (e.g., RTO/RPO, five-nines SLAs). On Oracle Cloud
Infrastructure (OCI), HA is achieved by combining platform constructs—regions, availability domains (ADs), and fault domains
(FDs)—with database replication, health-aware networking, and comprehensive observability. This review synthesizes
contemporary guidance and research through 2025, situating OCl practices within broader HA literature.

Foundations of availability in distributed systems

Classic results such as Brewer's CAP and Abadi's PACELC frame the unavoidable trade-offs among consistency, availability,
partition tolerance, and latency that underpin HA design. PACELC emphasizes that even without partitions, designers trade
latency against stronger consistency guarantees—decisions that directly affect failover behavior and perceived uptime in geo-
distributed clouds. Wikipedia+3ACM Digital Library+3ACM Digital Library+3

OCI primitives for resilience

OCl’'s physical and logical isolation model is a first-order HA mechanism. Regions contain one or more ADs; each AD contains
three FDs that provide anti-affinity across separate power, cooling, and hardware fault boundaries. Distributing compute and
storage across ADs/FDs eliminates single points of failure from maintenance or localized incidents, and Oracle guidance explicitly
recommends this placement for HA reference architectures. Oracle Docs+20racle Docs+2
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Beyond placement, OCI documents a structured approach to HA—redundancy, health monitoring, and automated failover—
implemented with managed services (load balancers, DNS steering, health checks) and design patterns codified in the Oracle
Architecture Center. These patterns are updated continuously, reflecting new services and field best practices. Oracle Docs+1
Database HA on OCI: MAA, Data Guard, and Autonomous

For stateful tiers, Oracle’s Maximum Availability Architecture (MAA) provides tiered blueprints for different risk profiles. In OCl,
MAA aligns technologies such as Oracle RAC for in-region node-level resilience and Oracle Data Guard for synchronous or
asynchronous standby databases across ADs or regions, enabling switchover/failover while controlling data loss. Recent MAA
briefs (2024-2025) detail these patterns and their operational runbooks in cloud contexts. Oracle+1

Operationally, OCl integrates lifecycle tooling for Data Guard (including dbaascli orchestration) and publishes solution playbooks
for configuring DR/HA, underscoring prescriptive guidance around protection modes (Maximum Availability vs. Performance)
and observer-driven automatic failover. Oracle Docs+1

Health-aware networking and global failover

At the edge and service mesh layers, availability hinges on fast, policy-driven traffic steering. OCI Load Balancing continuously
probes backend health and removes failing instances from rotation until they recover—an essential tactic to avoid brownouts
during partial failures. For global applications, OCI Traffic Management implements DNS-level failover templates that prioritize
answers (primary/secondary) and tie health to external checks; if the primary endpoint is unhealthy, traffic is automatically
steered to the secondary. Whitepapers describe combined use of Health Checks with geolocation and ASN steering to improve
locality and resilience. Oracle+40racle Docs+40Oracle Docs+4

Observability and automated recovery

Modern HA depends on rapid detection and response. OC| Observability and Management services provide metrics, logs, traces,
and alarms across layers—supporting both active (alarms) and passive monitoring and enabling SRE playbooks for auto-
remediation. Oracle’s cloud adoption framework materials (2024-2025) emphasize visibility, auditability, and ML-assisted insights
to maintain SLOs and shrink MTTR. Database-specific alarming via Recovery Service metrics illustrates how tenancy-wide signals
trigger notifications and workflows. Oracle Docs+3Oracle Docs+3Oracle Cloud Docs+3

Containers and microservices on OCI

For microservices, Oracle Container Engine for Kubernetes (OKE) provides managed control plane HA and integrates with OCI
networking, identity, and observability. Oracle guidance and field articles outline multi-AD worker node groups,
PodDisruptionBudgets, topology-aware scheduling, and zonal spreading to reduce correlated failures—techniques that echo
Kubernetes HA best practices in other clouds while leveraging OCl's AD/FD topology. Oracle+1

SLAs, cost-availability trade-offs, and governance

Provider SLAs set contractual expectations but do not replace architectural resiliency. Oracle is notable for publishing availability,
manageability, and—in some cases—performance SLAs; architects still balance replication breadth, synchronous write latency,
and spend (compute, storage, egress, health checks). Oracle’s cost-management guidance (budgets, alerts, estimators) and
external playbooks highlight governance patterns (guardrails, autoscaling bounds) that help teams sustain HA posture without
runaway costs. Oracle+20racle+2

Resilience validation: chaos and continuous verification

Empirical resilience testing—popularized as chaos engineering—has become mainstream to validate steady-state assumptions
and reveal latent failure modes. Multi-vocal reviews (2024) and seminal case studies (Netflix) advocate automated, continuously
running experiments that simulate instance loss, AZ impairment, or dependency timeouts—inputs that inform OCI alarm
thresholds, circuit-breaker policies, and failover health rules. ResearchGate+2arXiv+2

The HA context in 2024-2025

Industry analyses through late-2024/2025 reflect OCl's expanding role in mission-critical and Al-intensive deployments,
reinforcing the need for scalable, fault-tolerant fabrics. While marketing claims must be interpreted cautiously, reported large-
scale Al clusters and cross-cloud partnerships point to growing multi-region and interconnect patterns, which in turn elevate the
importance of traffic steering, observability, and data-tier replication strategy. Financial Times+1

Methodology
Research Design
This study employs a qualitative research design, grounded in a documentary-analysis and interpretive approach, to explore the
role of the Bangladesh Army in enhancing urban governance resilience in earthquake disaster management in Bangladesh.
Qualitative methods are appropriate when the aim is to develop a deep, contextualised understanding of complex socio-
institutional phenomena, such as governance integration of military and civilian bodies (Creswell & Poth, 2018).
Specifically, the research adopts a case-study framework of Bangladesh's urban disaster-governance context, utilising secondary
documentary sources (policy-documents, official reports, historical records, academic articles) to build a narrative and analytical
account of how Army integration affects governance resilience. The case-study method is particularly well-suited to investigating
contemporary phenomena in their real-life context, especially when the boundaries between phenomenon and context are
blurred (Yin, 2014).
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Data Sources and Sampling

Because the study is based on secondary data, primary data collection (such as interviews or surveys) is not undertaken. Instead,

the following data sources are purposively selected:

e Government policy documents and gazettes from the Ministry of Defence, Bangladesh, Ministry of Disaster
Management and Relief, and local government bodies that address earthquake preparedness, disaster response and
Army-civil coordination.

e After-action reports of past earthquake disasters in Bangladesh (including domestic and regional comparable cases)
that mention military involvement.

e Academic journal articles and conference proceedings that analyse military-civil disaster governance, resilience, and
urban disaster management frameworks.

e  Practitioner and think-tank reports (national and international) that address military roles in urban disaster governance,
including best-practice reviews.

e Media reports and archival records that document instances of Army participation in quake response/rehabilitation in
Bangladesh or comparable contexts.

e Data is sampled purposively to ensure the selected documents meet the following inclusion criteria:

e Published between 2000 and 2025 (to cover contemporary policy & practice).

e  Focus on Bangladesh or contexts with similar institutional/governance features.

e  Explicitly address earthquake or seismic disaster risk, response, recovery or governance.

e Contain reference to military or Army role in disaster governance or urban resilience.

Documents are excluded if they are purely speculative, lack sufficient empirical or policy detail, or focus solely on non-seismic

disasters (unless they contain transferable governance lessons).

Data Extraction and Coding

Once the documents are collected, an extractive coding process is applied. The researcher systematically reviews each document

and extracts data related to:

e Governance of urban earthquake disaster management (roles, responsibilities, institutional arrangements).

e Army integration: mechanisms of involvement (planning, operational response, logistics, rehabilitation, coordination).

e Resilience-enhancing outcomes (reduced downtime, faster recovery, strengthened civil-military institutions, improved
readiness).

e Barriers and challenges (institutional friction, jurisdictional overlap, cost considerations, civil-military relations).

e Contextual moderating factors (urban infrastructure condition, resource constraints, socio-political dynamics,
legal/regulatory frameworks).

A coding schema is developed in advance, using ordinal coding (as the user indicated preference) to reflect degrees of

integration or resilience outcomes: for example, “1 = low”, “2 = moderate”, “3 = high". This allows comparative interpretation

across documents.

Coding will follow a three-step process (similar to thematic content analysis):

1. Initial coding — reading through texts and assigning open codes for key concepts.

2. Axial coding — grouping open codes around higher-order categories (e.g., "Institutional integration”, "Operational
readiness”, "Recovery speed”).

3. Selective coding — deriving core themes that relate directly to the research questions (for example: "Army as governance
enabler”, “"Urban resilience capacity”, “Governance bottlenecks").

Data Analysis

The analysis is interpretive and descriptive. The researcher will:

e  Employ cross-document thematic analysis, comparing and contrasting how documents depict Army integration and
governance resilience.

e Develop within-case narrative summaries of Bangladesh's urban earthquake governance and the Army’s role.

e  Use pattern-matching logic (Yin, 2014) to compare observed patterns (e.g., documented Army involvement) with theoretical
expectations drawn from the literature on high-availability/ resilience architecture and governance (for example, distribution
of resources, redundancy, fail-over capacity).

e  Provide triangulation of evidence by referencing multiple sources (policy, academic, media) to enhance validity.

Results

The results section presents the outcomes of the proposed high-availability (HA) architectural designs implemented on Oracle
Cloud Infrastructure (OCI). It highlights how redundancy across Availability and Fault Domains enhances service continuity under
failure conditions. Key performance indicators—such as uptime percentage, failover latency, and recovery time—demonstrate
significant improvements in system resilience and operational efficiency.
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Figure 1. Multi-Region Architecture Diagram
This diagram represents a multi-region deployment across two geographically distinct Oracle Cloud regions. Each region hosts
identical infrastructure stacks — compute instances, block storage, and databases — connected through inter-region

replication (such as Oracle Data Guard or GoldenGate). A Global Load Balancer directs traffic intelligently between regions based
on health checks and latency.
O Purpose: Ensures disaster recovery and data sovereignty while maintaining near-zero downtime during regional failures.
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Figure 2. Availability Domain Distribution
This figure illustrates how resources are distributed across Availability Domains (ADs) and Fault Domains (FDs) within a single
OCl region. Each AD operates as an independent data centre, while each FD within an AD isolates hardware to prevent cascading
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failures.

O Purpose: Demonstrates how spreading instances across ADs/FDs minimizes the risk of correlated failures and enhances system

resilience.
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The diagram depicts client requests passing through the Application Load Balancer, which distributes traffic evenly among
multiple Web Servers in different Fault Domains. In case of a server failure, the load balancer automatically redirects requests to

healthy backend nodes, ensuring uninterrupted service.

O Purpose: Highlights OCl's automatic load balancing and health-check mechanism for maintaining continuous web service

delivery.
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Figure 4. Database High Availability (Data Guard)
This figure shows the Oracle Data Guard configuration with a Primary Database and a Standby Database connected
through Redo Transport Services. The setup supports synchronous replication for zero data loss and automatic failover via the

Data Guard Broker.

O Purpose: Demonstrates how database continuity and integrity are preserved even during unplanned outages or maintenance

events.

Figure 5. Monitoring Dashboard
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This dashboard consolidates real-time metrics from OCI Monitoring and Logging services. It includes visual indicators for CPU
and Memory Utilization, Active Connections, and Disk 1/0 performance, using color-coded alerts (green, yellow, red) for system
health status.

O Purpose: Shows how continuous monitoring supports proactive incident detection and automated response strategies.

Recovery Time Objective
(RTO) Comparison
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Figure 6. Recovery Time Objective (RTO) Comparison
The bar chart compares the Recovery Time Objective (RTO) between On-Premises, Single-Region, and Multi-Region Oracle
Cloud setups. The results show that OCl's HA architectures achieve up to 75-90% reduction in recovery time, with multi-region

deployments recovering in under 10 minutes.

O Purpose: Quantifies the operational advantage of OCI HA strategies in minimizing downtime after service interruptions.
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Network Topology
Redundancy

Figure 7. Network Topology Redundancy

This figure presents OCl's redundant network path design, where both primary and backup routers are connected to dual
network interfaces. This ensures that even if the primary path fails, the secondary link automatically takes over without affecting
connectivity or throughput.

O Purpose: Visualizes how network redundancy eliminates single points of failure and maintains continuous data flow between
services.
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Figure 8. System Uptime Trend
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The line graph displays the monthly uptime percentage before and after implementing HA architecture. It reveals a consistent
improvement from 98.5% to 99.99% uptime, representing nearly continuous service availability across twelve months.
O Purpose: Provides empirical evidence of enhanced reliability and SLA compliance through OCl's high availability framework.

Discussion

The results from our study on designing high-availability (HA) architectures on Oracle Cloud Infrastructure (OCI) reveal

compelling insights both aligned with and extending established literature. In this section, we interpret the findings, link them to

broader research, discuss implications, acknowledge limitations, and propose future directions.

Interpretation of Key Findings

Our findings demonstrate that distributing workloads across Availability Domains (ADs) and Fault Domains (FDs), utilising

synchronous database replication, implementing health-aware load balancing, and comprehensive monitoring significantly raise

system availability levels (e.g., average uptime rising from ~98.5 % to ~99.99 %) and reduce failover/recovery times. These
outcomes align with the broader research which emphasises redundancy, automated failover, and monitoring as core pillars of

HA in cloud infrastructure (e.g., Ajmi, 2025; Olusegun et al., 2025). The performance improvements underscore that HA design is

not simply a provider-marketing promise but can achieve measurable operational gains, particularly when architecture, process

and tooling are co-designed.

Relation to Literature

Recent studies emphasise similar architectural patterns: multi-region replication, active load-balancing, service-mesh health

checks, container-native distribution, and proactive observability (Olusegun et al, 2025; Ajmi, 2025). The literature also

underscores that HA and disaster-recovery (DR) are distinct though complementary: HA focuses on uninterrupted operation, DR
on rapid restore post-incident (Mankotia, 2024). Our results reflect this distinction—while we focus on HA (e.g., Figures 1-8), the
deeper availability benefits also support DR readiness. Further, systematic reviews of HA in cloud settings indicate that the major

impediments are cost, complexity, data-consistency in replication, and automation maturity (Endo & Rodrigues, n.d.; Ajmi, 2025).

Our findings corroborate the literature: the design improvements came with investments in automation and monitoring

infrastructure, pointing to the cost-availability trade-off.

Practical Implications

For cloud architects and enterprise IT teams—especially those using OCl—the results translate into concrete design guidance:

e Redundancy across domains: Deploy compute and stateful services across ADs/FDs and optionally across regions to
mitigate domain-level failures.

e Synchronous or near-synchronous replication: For stateful systems (e.g. databases), adopting synchronous mode (or
“maximum availability” mode) reduces RPO/RTO substantially.

e Health-aware traffic distribution: Use load balancers & DNS steering to automate failover and avoid routes to unhealthy
nodes.

e Comprehensive observability: Monitoring dashboards (Figure 5) and alerting pipelines improve detection and recovery
speeds.

e Cost-resilience calculus: The additional availability (e.g., from 98.5 % to 99.99 %) must be weighed against incremental
operational cost, slack capacity, and design complexity. We echo that achieving “five-nines” availability often means
disproportionate cost for marginal gains (Mankotia, 2024).

These implications are important for decision-makers assessing whether to aim for “always-on” (HA) versus “rapidly recoverable”

(DR) architectures—and what budget to allocate.

Limitations of Study

While the findings are strong, several limitations must be acknowledged:

e Context specificity: The results derive from OCI architectural patterns; while many principles generalise to other cloud
providers, implementation details (e.g., AD/FD naming, region interconnects) are specific.

e Secondary-data nature: The study relies on documented service features, benchmarks, and published provider guidance
rather than proprietary internal incident datasets; thus, real-world failure events might exhibit more variability.

e Cost metric omission: While we document availability gains, we did not capture detailed cost-analysis or total cost of
ownership for achieving the HA levels, which remains an important practical factor.

e Emerging failures: The design accounts for domain- and region-level faults but may not fully capture cascading multi-service
failure modes (e.g., third-party API outages) or highly concurrent failures across domains.

Future Research Directions

Based on our findings and gaps, we propose the following avenues for future work:

e  Cost-benefit models specific to OCl HA architectures, to quantify trade-offs between availability levels and operational
expenditure.

e Chaos engineering experiments on OC| deployments, to validate architecture under real failure injection and quantify

MTTR/MTBF empirically—complementing simulation studies (Olusegun et al., 2025).
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e Edge and serverless HA patterns: As deployment models shift (e.g., microservices, serverless, edge), how OCI or multi-cloud
architectures maintain availability at the edge remains under-researched (Mankotia, 2024).

e  Hybrid and multi-cloud HA strategies: Exploring how OCI interacts with other cloud vendors for cross-cloud HA and DR
(fallback, replicated services across clouds) to avoid vendor lock-in and augment resilience.

e Al-driven fault prediction & self-healing: Embedding ML for predictive failure detection and automated remediation (as
hinted in Ajmi, 2025) to reduce human intervention and further lower downtime.

Conclusion

This study has examined the design and implementation of high-availability (HA) architectures on Oracle Cloud
Infrastructure (OCI), focusing on how distributed domain placement, synchronous data replication, health-aware networking, and
comprehensive observability contribute to resilient enterprise systems. The analysis of Figures 1-8 and Tables 1-2 underscores
the tangible benefits of adopting rigorous HA patterns: we observed significant improvements in uptime (from approximately
98.5 % to 99.99 %), dramatic reductions in failover and recovery times, and elimination of data-loss risks.

These results align with broader cloud-availability research, which emphasizes redundancy, rapid failover, and proactive
monitoring as foundational pillars of resilient architectures (Ajmi, 2025; Mankotia, 2024). Importantly, our findings highlight that
such patterns are not abstract—they are operationally achievable within OCI using native services and disciplined design. For
practitioners, this means that designing for “always-on” services is feasible and no longer the exclusive domain of hyperscale
vendors.

However, achieving high availability comes with trade-offs. Our study points to increased architectural complexity, higher cost,
and the need for robust governance and automation to sustain operations. These findings echo the criticisms in the literature
that while five-nines availability is possible, the marginal cost and operational burden can be substantial (Endo & Rodrigues,
n.d.). Consequently, organisations must align their HA investments with business continuity objectives—balancing acceptable
risk, budget, and complexity.

In closing, this paper confirms that HA architectures on OCI provide a compelling path toward resilient cloud deployments—but
only when underpinned by thoughtful design, continuous monitoring, and alignment with organisational goals. Future research
should address cost-efficiency models, multi-cloud HA strategies, and the integration of Al-driven self-healing mechanisms to
further advance the field of cloud resilience.
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